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Abstract

This paper performs market and funding liquidityess testing of the Luxembourg banking sector.
Liquidity shocks are instrumented using stochasaiccuts and run-off rates. The first round effemts the
endogenous response of banks are modeled; second-effects are also considered and are the refult
the impact of banks’ reactions on market prices mplitation. A shock to the interbank market and a
shock to related-party deposits of Luxembourg balli4strate that banks’ business lines shape the ne
effect of the shocks on banks’ stochastic liquidiitiffers. Related parties play a fundamental nolbanks’
reactions to shocks. While from a systemic viewpasecond-round effects do not affect banks’ bsffer
relatively more than first round effects, there amajor differences across banks depending on their
business model and buffer composition. Second-raifetts exemplify the relevance of contagion dffec
that reduce the systemic benefits of diversifigatibor Luxembourg, with its high number of subsitia

of large foreign financial institutions, the resulhdicate the importance of monitoring the ligtydof
parent groups to which Luxembourg institutions hgloConsistent with a major lesson from the crisis,
understanding financial stability is impossible haitit a proper understanding of international bamkin
activities. In addition, the results show the relese of system-wide measures to minimize the system
effects of liquidity crises, both ex-ante and exstpauch as sound liquidity management frameworks a
contingency plans, robust liquidity buffers, anghdsit insurance. The liquidity stress testing framiek of

this paper also illustrates a macroprudential table to provide quantitative judgments in order to
incorporate financial stability considerations imonetary policy decision-making.
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l. M otivation

The severity and peculiarities of the current srisave motivated a wide spread rethinking of
financial, monetary and supervisory frameworks nfrgccounting rules to the operation of rating
agencies, from the role of central banks and tbigjectives to the basic paradigm of prudential
supervision, academic research, high level meetingsking groups and task forces have started
to set the pillars of new institutions and markeagtices aiming at minimizing the risk of a

similar crisis repeating itself in the future.

One major policy message from the crisis is thedrieedevelop the macroprudential element of
financial stability policy. It is now generally amgted that micro prudential regulation and
supervision of individual institutions and marketdjile necessary, is not sufficient, because it
does not consider the interactions among finane#ltutions and between the financial system
and the real sector. For macroprudential policyminimize the risk that financial instability

would result in broader costs to the economy, @dseto develop quantitative macroprudential
operating targets to measure and monitor the mgtierishinants of systemic risk, both in its time
series dimension (e.g., countercyclical capitalrgbhg) and in its cross-section dimension (e.g.,
interbank lending concentration limits) (Borio aBdehmann, 2009). As a result, a number of
macroprudential instruments are already in usendeuconsideration, admittedly in a context in
which much remains to be done to properly undedstdre macroprudential transmission

mechanism in general, and specifically, its inteoscwith monetary policy.

Macro stress tests belong to the set of operatisgfuments that have been used to trace the
response of the financial system to large, butgitde exogenous shocks. While forward-looking
in their nature, they have suffered from the falto capture in a robust way the feedback effects
between the financial system and the macroeconamy,to portray a key aspect of financial
distress, namely, that small shocks can have kygemic effects (Drehmann, 2009). In a cross-
section dimension, stress tests have incorpordtednteractions between institutions, markets
and infrastructure to study how these contributeh vulnerabilities of the financial system.
Stress tests have proven to be useful operatirtguiments for central banks, supervisors and
banks. However, it was not until well into 2007 ttlitabecame clear that a top priority for
financial stability is to strengthen the understagdof the role of interconnectedness among
financial institutions, of common exposures to siskf the endogeneity of agents’ responses, of

the conditionality of parameters on stress evemtd,other significant systemic features.



One peculiarity of the current financial crisis Haeen the seizing up of the interbank market.
This dramatically revealed the endogeneity of ligfyi in a fiat-currency economy, and the
ensuing need to take into account liquidity risksiress testing exercises of the banking system.
Rapid changes to endogenous liquidity can quicklerberate through the financial system and
exhaust banks’ liquidity buffers via asset pricares, drying up of liquidity lines, and outright
paralysis of the interbank market as a result @fdancreases in counterparty risk and uncertainty.
However, market liquidity and funding liquidithave not often been taken into account by banks,
monetary authorities and supervisors in their sttesting models in ways that make clear the
systemic implications of liquidity shocks (IMF, 28)0 Liquidity stress testing has become an
essential part of IMF Financial Sector Assessmeagfams since 2001, which have assumed
shocks to deposits, to wholesale funding and useskéborder scenarios in which foreign parent
banks stop funding the domestic subsidiaries (Mioe¢tl, 2008). Clearly, enhanced frameworks
for systemic liquidity stress testing will becomecrucial instrument for international bodies

called to perform macroprudential tasks, such asdbently created ESRB.

Most banks’ stress-testing exercises have notdeciithe intrinsic relation between counterparty
credit risk, funding and market liquidity. In pathis was the result of a widely held view in the
literature that competitive interbank markets fostsilience and are robust. Yet, the crisis has
made obvious that more thought needs to be giverthéo design of interbank market

infrastructure, including collateral frameworks.

In addition, even in most available stress testirgrcises and contingency funding plans, banks
do not consider the feedback effect of their astion the price of assets or on their reputation as
they react to recover their desirable liquidity fees—during the crisis, some banks did

experience difficulties in selling assets or pledgassets in secured lending (ECB, 2008).

Given the existence of (non-risk related) deposgurance and the history of central bank

intervention to provide sufficient liquidity duringrises, moral hazard considerations suggest that

! According to the Basel Committee on Banking Sujséam (BCBS), 2008, market liquidity risk is “the
risk that a firm cannot easily offset or eliminatposition at the market price because of inadeguarket
depth or market disruption.” According to the BCB@)ding liquidity risk is the risk that a bank Wile
impaired in its “ability to fund increases in assahd meet obligations as they come due” and “at a
reasonable cost.” Similar definitions are in Brummeier and Pedersen (2009). Market liquidity risk h
become more significant as a result of securitirati



banks hold suboptimal levels of liquidity. Overdiduidity risk is underpriced and the crisis has

made clear that it was excessive.

Finally, more is still needed for robust liquidisyress testing, such as incorporating off-balance
sheet risks, covering cross-border transmissionradia, modelling the behavioural responses of

agents, and including non-bank financial institasio

In Luxembourg, the Law of 24 October, 2008, madeBanque centrale du Luxembourg (BCL)
responsible for the surveillance of the generalitidy situation on the markets as well as
financial market operators. As a result, the BCk haen building a series of tools to assess the
general liquidity of the market and market partgits. Rychtarik (2009) develops an approach to
measure the liquidity risk sensitivity of banksLimxembourg from the viewpoint of the impact of
shocks on banks’ liquidity ratios. The test is &mpito a sample of 32 banks to identify the most
severe scenario (or combination of scenarios), thedmost vulnerable banks in the sysfem.
Rychtarik and Stragiotti (2009) describe the liduyighosition of Luxembourg banks using two
different scores, (1) across “peer” banks, andof@®r time. Their framework identifies banks
with weaker liquidity positions across 21 risk farst, and allows to draw conclusions on trends
within the Luxembourg banking sector as a superyigool. This study represents a natural
follow up of that work at the BCL. This researchda a stochastic approach to systemic liquidity
stress testing, while being fully compatible wittid operational for, analyzing bank-level
liquidity risk as well. It focuses on both marketdafunding liquidity risk, uses industry and
ECB-determined haircuts and run-off rates, includesks’ reactions to the shocks, and
incorporates the possibility of a drying up of fimgl from cross-border parent banks. Second—
round, feedback effects as a result of joint ban&attions on asset prices and banks’ reputation

are also simulated.

The next section has a selective literature revigection Il describes the model framework.
Section 1V, discusses the data, haircuts and rtimadés used. Section V explains the model
simulations for Luxembourg banks of a systemic &htocthe interbank market and a related-
party withdrawal shock. Section VI concludes. ApfignA illustrates a traditional run-on-

deposits shock.

2 The explored scenarios are a run on a bank, gefusommitted loans by counterparties, the neiihg
the bank’s position with the parent financial grpapd changes in conditions of refinancing openatio
with the Eurosystem.



. Literaturereview

While there are excellent surveys of systemic sttesting of banks (e.g., Quagliarello, ed., 2009),
there is no survey of systemic liquidity risk sgéssting of banks. The literature area to cover fo
that purpose is vast. This task is well beyondatbiective of this paper. Instead, the remainder of
the section contains a brief survey of recent thtszal and empirical work on selected topics

relevant for liquidity stress testing.

Macro liquidity risk encompasses several strandditefature. First,leverage and liquidity
interactionhave played an important role in the current sri@romb and Vayanos (2008) model
financial market liquidity as provided by finandjalconstrained arbitrageurs who depend on
external capital. Liquidity dry-ups follow period$ low returns for arbitrageurs' risky investment
opportunities. The authors’ welfare analysis shdlat arbitrageurs may fail to take socially
optimal positions in their investments and prowisiaf market liquidity because they fail to
internalize the price effects of their investmeatidions. Adrian and Shin (2008) suggest that in
a financial system where balance sheets are cantifyi marked-to-market, asset price changes
show up immediately as changes in net worth, alett eésponses from financial intermediaries
who adjust the size of their balance sheets. Tligns that leverage and the strength of economic
activity reinforce each other. Thus, aggregateidigy can be seen as the rate of change of the

aggregate balance sheet of financial intermediaries

Second liquidity hoardinghas been another feature of banks’ behavior duhegurrent crisis.
Kobayashiet al (2008) observe that liquid lenders decreased thaiosure or stayed out of the
market as they feared that they might suffer fromerim shocks, and that none would lend to
them if a potential additional liquidity shortagedsas. Instead, for Eisenshchmidt and Tapking
(2009), banks hoard because of uncertainty abeirt dhvn future needs and collateral shortages
despite ample central bank liquidity supply. Acleaeyal (2008) provide empirical evidence of

banks’ predatory behavior during several bankinggst

A third issue is markets’ incompleteness, and theplication thataggregate liquidity shocks
cannot be hedged. For Allen and Gale (2005), syst&ta liquidity needs cannot be satisfied at
the fundamental value of assets in equilibriumpsces have to fall to compensate liquidity
holders for the cost of holding excess liquiditystead of looking at preferences, Diamond and

Rajan (2005) show that in a general equilibriummiesvork early liquidation of long-term



investments may not provide sufficient liquidity éasure that all banks meet early claims, and
thus, some banks fail. Fernaneial (2008) provide an empirical assessment of markamse

due to an aggregate liquidity shock that resulinftbe commonality of investors’ liquidity needs.

Brunnermeir and Pedersen (2009) seminal phples market and funding liquiditgf traders, a
fourth issue. During crises, decreases in markgtidity and funding liquidity are mutually
reinforcing and produce liquidity spirals, whichncae either margin spirals or loss spirals.
Margin spirals occur when a decrease in funding pgisna dealer to provide less market
liquidity. If margins increase as market liquidigcreases, the initial decline in funding tightens
the dealers’ funding constraint further, which umrt forces them to diminish their trading and so
on, leading to a margin spiral. The loss spiralgeays when a dealer who holds a security and
faces a funding problem, tries to sell the secutityso doing, she reduces market liquidity and
incurs losses that reinforce the initial problenreldmann and Nikolaou (2009) find strong
empirical evidence that market liquidity is low whieinding liquidity demands are high, and that

this relationship only occurs in stressed condgion

A fifth topic is informational frictions which plague financial markets and are crucial to
understand liquidity risk. Heidegt al (2009) argue that credit risk is an important dadn

explaining the recent breakdown of the interbankketa In their model, increased counterparty
credit risk leads to higher interest rates in thenay market, and asymmetric information may

lead to adverse selection and eventually to a cetepharket breakdown.

Another strand of literature ientral bank’s willingness to provide liquidigs it has important
implications for banks’ incentives. As liquid assasually have lower returns than illiquid assets,
holding liquid assets may have an opportunity @ederms of foregone higher returns. In the
presence of an interbank market and asymmetriarivdton, banks may rationally choose to
hold lower levels of liquid assets and rely on othanks’ liquid asset holdings (Repullo, 2005).
Cristenseret al (2009), using a yield curve model, find that cahbrank operations in the current

crisis seemed to lower interbank market spreads.

A seventh area isross-jurisdictionalissues. Given that liquidity supervision (and ps@n in
the Euro area) is the responsibility of host caestr cross-jurisdictional issues matter for
liquidity risk stressing. Countries have develogieeir own regime to ensure the liquidity of local

entities. However, many international groups manégeidity globally, and thus setting a



common standard might help in reducing costs fderimational banks. This potential
diversification benefit depends crucially on theuat dependence between the different shocks
and the (legal) structure of the banking group.a@zhand Speller's (2009) model highlights that
in the case when markets know little about the islidoges’ insolvency risk, a regulator who
wants to minimize the occurrence of liquidity slagets within her jurisdiction might want to
require the subsidiary to hold a pool of liquidetsdocally. Cetorelli and Goldberg (2008) find
that the large global banks rely on internal capitarkets with their foreign affiliates to help
smooth domestic liquidity shocks. They show that ¢iistence of such internal capital markets

contributes to an international propagation of dstdiquidity shocks to affiliated banks abroad.

Eight, models that providmicro foundationgo the analysis of financial intermediaries, irtthg
endogenous reactions of banks and non-bank ecorageicts are in its infancy, and from an
empirical viewpoint, they are still far from refldry empirical regularities. Goodhaat al (2006)
model is one such attempt; it assumes heterogenbaoks and investors, and develops

endogenous feedback mechanisms and default. Ligisdmodelled via banks’ loan supply.

Finally, with or without micro foundationg;ontagion modelsare relevant to understand the
transmission of shocks in the interbank market.t&gion may happen via deposit withdrawals
following depositors’ fear that banks will not biel@to meet their obligations due to losses in the
interbank market (Allen and Gale, 2000). Or, comagan simply occur following defaults of
interbank counterparties (von Peter, 2008), andhbgnified by a financial accelerator (Adrian
and Shin, 2007), or it may even result from setletrand payment systems failure. Upper (2007)
surveys papers which apply counterfactual simulatito assess the danger of contagion given
banks mutual credit exposures, but this has nobgen done for liquidity risk, except in van den
End (2008). Boss et al (2006) model for market aretit risk stress testing is put into an
interbank network and is used by the Oesterreibkis®ationalbank. Off-balance sheet
contingencies are not included, and feedback affagsing from market and funding liquidity
risks are also missing. Recently, Wong and Hui @308evelop a liquidity stress testing
framework where liquidity and default risk resulbrh negative asset price shocks. This causes
deposit outflows, a fall in market liquidity, andarkks suffer from draw downs from their
contingent credit lines. They model the effect bbcks on the default risk of banks (using a
Merton’s PD) and in banks’ deposit outflows. Combagrisk is incorporated via the interbank

market. The model is applied to a sample of 27 Héogg banks.



1. The modelling framework

The framework used in this paper to analyze systeliquidity risk draws on the model
developed at the De Nederlandsche Bank by J.W.deanEnd (2008), adapted to take into
account Luxembourg idiosyncrasies. Therefore, @nlguccinct description of the model will
follow. Importantly, the model is flexible enough fulfil the need of both liquidity surveillance
of individual market operators and of markets, expuired by the Luxembourg Law of October

2008. It therefore can be used following a top-dawa bottom-up approach.

The model encompasses market and funding liquiilty in a macro stress-testing framework
that uses balance sheet data. It takes into actiogifirst and second-round (feedback) effects of
shocks, including the price effects on marketsofglihg behavioural reactions of heterogeneous
banks and idiosyncratic reputation effects. The ehatso allows the exploration of leverage and
liquidity issues, and the implementation of intethahocks due to banks’ hoarding. Importantly
for Luxembourg and other international financiahtres, the application of the model takes into
consideration two cross-jurisdictional issues: liovas the interaction between parent and
subsidiaries/branches via deposits, and it alsorpwates currency risk via haircuts. A drawback
of the model is that contagion lacks micro founalati the effect of market shocks on banks’
default risk and deposit outflows is not modellddarket stress caused by other economic

developments is exogenous to the model.

The model is set up to measure the impact of maaket funding liquidity shocks on banks’
liquidity buffers.® Data availability makes possible to use the mooely at a quarterly
frequency’ Shocks are implemented via stochastic haircuts rameoff rates on assets and
liabilities, respectively. As a result, stochadtguidity buffers incorporate, at least partly, the
possibility of rapid changes in asset values, thartssupply of stress situations data and their
limited value, and proxy for uncertainty in the mbgarameters and banks’ reaction functions.
To increase the model capacity to reflect the fii@rdata behavior, Monte Carlo simulations of

haircuts and run-off rates are performed usingganlarmal distribution as it is consistent with the

3 Liquid assets and liabilities are close, but deniical, to the ones considered by the bankinmpsec
supervisor, the Commission de Surveillance du Sec¢tmancier, to determine the 30 percent prudentia
liquidity ratio.

* New reporting requirements will likely make possito run the model at a monthly frequency and ith
greater degree of granularity in the near future.



nonlinearities of liquidity stress occurrences. rEfiere, in the simulations, the distribution foeth

draws is adjusted to reflect tail events, impleradriy assuming three standard deviations.

The model contains three stages, each of whictoihastic. The shock represents the first stage.
Given that granular balance and off-balance she&rmation is used, shocks can be
implemented in a flexible way. Banks’ reactionsnitigate the impact of the shock on their
liquidity buffers constitute the second stage. Bhomsactions, especially if quite generalized and
similar, or if they result from large institutionattions, may have systemic consequences in the
form of falls in asset price, increased marginsscaind more expensive funding. This, together
with additional losses as a result of the intedactoetween liquidity risk and credit risk or to

reputational effects, constitutes the third staigga® model.

i. First and second stages

Bankb liquidity buffer in the baseline situatidh Bg NES

Bp=21. (1)

the total stock of available liquid asséf’s, fori =1, ... ,n The liquidity buffer is made of cash,
deposits at the BCL, ECB eligible collateral, liguebt securities, listed stocks, interbank assets
available on demand, and money market funds avaitabdemand.The buffelBé’ is intended to

allow the bank to absorb the liquidity shock andty time to take measures, if necessary, to

remain solvent.

The liquidity shock in the model can happen via #isset side or the liability side of the on-
balance and off-balance sheet of the bank. Theksiodzank b,Elb K

E :ilibxw_sinli' (2

® See Tables 1 and 2 for the list of assets inclinl¢lde buffer and the associated haircuts, as aseliquid
liabilities and their associated and run-off ratespectively.
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wherel” are liquid asset and liability items of the babkand w_sim; are the stochastic

weights associated with itemas a result of the first shock (recall that weiglits assumed to

come from stressed events at three standard dmsatrw; = 3 ¢).° The liquidity buffer after the

shock becomes):
B =B - E 3)

There is in fact, a distribution of buffers assteiwith the distribution of stochastic weights.
Following the shock, bank has its buffer affected negatively and will talati@ns to restore it

either because it must comply with regulatory measuor because of liquidity management

b
considerations. In the model, it is assumed thakbaeact when the ratiE > g, with 0
b

o

estimated at 30 percent. The threshold v#lueas estimated regressing the ranking of the one-
period lagged changes in the baseline buffer assaltrof the (e.g, interbank) shock on the

ranking of changes in the balance sheet items fhp&pearman correlation coefficient at the 99

percent confidence levélThis proxies for the lack of information on thevéé of banks’ risk

tolerance.

When the bank reacts to restore its buffer, issuaed that it can repo securities with the central
bank, can sell liquid securities, and importantly Liuxembourg, draw liquidity from parent
banks® Banks are assumed to be unable to finance theesséivthe market affected by the
shock? It is also assumed that money market funds helthdnks cannot be used by banks to

react to the shock because of their relatively toigidity.*°

® Monte Carlo simulations of haircuts and run-ofesare performed by taking 50,000 draws from a log
normal distribution. The use of this distributiandonsistent with the nonlinearities of significagtiidity
stress occurrences and risk management practitee kimulations, the distribution is adjustedeferct

tail events, or three standard deviations. Thenlmgnal distribution used is: Exp [(N(0,1)*(weigh}sg)],
subject to the constraint that haircuts and rus-cdfes< 1.

" The relatively low frequency of the data availatikarly limits this part of the analysis. It cam &rgued
that three months is sufficiently long a periocatmommodate not only banks’ responses to the dhatk
reduced their buffers, but also the result of aggee changes and bank asset-liability management
operations unrelated to the shock. However, esiimdiy 1V of the coefficient of changes in the Hase
buffer and balance sheet items does not changsti®usions dramatically.

8 Obviously, an area where the model can be impris/égt modeling the reaction function of banks
explicitly. The choice of assets and liabilitieatthanks use to replenish their buffers may betiteome

of contingency funding plans or of liquidity managent operations.

° This is different from van den End (2008).

19 Money market funds held as investment represemall part of the balance sheet of Luxembourg hanks
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Once a bank takes actions to restore its baselifferbthe share of each balance sheet item

used (forj = 1, ... ,m) is proportional to the relative importance aé item on the balance sheet

m
(I?/Z | f’ ), reflecting the bank’s business model. The siz¢he transactions that a bank
i

conducts with instrumentis expressed bRI?,
b b b b < b
RI =(By =B))x(I7/2.17). 4)
J

Following the bank’s reaction, the new buffeBig and asRIf’is positive,B; < B,. In addition,
B < By, since the buffer can not be fully restored duthtoshock in the first stage (as reflected
inw_sim,). Therefore,RI? refers to the size of the transactions requiragkteerate the liquidity

needed after the shock. The liquidity buffer after mitigating actionsg;) of a bank is:
B, =B’ +> RI”x(1-w_sim), 5)
j

with B, > B, The flexibility of the model allows to shut downdaopen up quite easily different
sources of funding and market liquidity. For exagngls explained above, following an interbank
market shock, this source of funding disappeamather. In that casey_sim; = 1, implying
that banks have no possibility to enter the intekbanarket as the haircut is 100 percent.
Alternatively, in the case of repo markets, thimation would mean that certain collateral of

banks may become worthless.
ii. Third stage

The third stage illustrates the effects on banksfdss of banks’ reactions on market prices and
banks’ reputation. In the literature, these aremadly referred to as feedback effects and
endogenous parameter variance (Sorge, 2004). Imdael, it is implemented as further haircuts

and run-off rates, i.ew_sim; <w_sim; < 1. Feedback effects are larger if more banks react
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that (Zq) is relatively larger, and if their reactions anere similar Q R|JP ). For example,
b b

transactions in the large interbank market will enaelatively less effects, i.ew_sim; is

relatively smaller than in the case of transaction®latively more illiquid markets. Therefore,
w_sim,; =w_sim,; x Zq"(1+ZRI}’/ZZRI;’)xs}/Zq. (6)
b i b b

Higher values ofR|jb reflect a higher liquidity demand; so, relativérger transactions will

have more impact on prices than small transacti®msilarly, relatively larger banks will have
stronger feedback effects than small banks. Asian & al (2008), the price of banking assets is
a decreasing function of the amount of liquidateske#s and the semi-elasticity of the price effects

(a measure of market illiquidity). Therefore, eqoiat(6) reflects market illiquidity through the

weights W_sim, ;).

In addition, banks’ reactions also affect moreesslasset prices depending on prevailing market
conditions: asset prices will fall less, ceterisifmas, when the exogenous level of market strgss,

is lower than when it is higher. Stressful markenditions magnify the negative price effects of

the number of banks that rea%h), and the similarity of their reactiong leb /ZZ RI f’)
b b b ]

as both factors tend to dry up market liquidity.

An additional effect of banks’ reactions to resttireir liquidity buffers is on their reputation via
signalling effects (Holstrom, 2008, BIS, 2009a) ahé well known stigma of central bank
borrowing (e.g., Furfine, 2001). These forces iasee haircuts on assets and run-off rates on
liabilities; and this is represented in the modewasim®%; (with w_sim; < w_sim%; < 1).
Again, the reputation effect will be dependent ba market conditionss) driving the feedback

effects via signalling under asymmetric informati®eputation risk is expressed as follows:

w_sim,, =w_sim, x+/s. (")
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Finally, the feedback effects of the third stagehwiit reputation consequences are reflected

byEg:
ES :i((lf’+R|§’)><(w_s,imzj ~w_sim,)), @)
j

with w_sim*; rather tharw_sim; if banks suffer from reputation effects. The ligtydouffer

after the second-round effecB) becomes,
B =B -E’. 9)

The model does not take into account any reactiom fthe monetary authority which could

mitigate the impact of the shock.

V. Data, haircuts and run-off rates

The composition and measurement of the liquiditifésuyplay a central role in this stress testing
exercise. This is consistent with van den End (2@08! the literature on stress testing liquidity
risk (BIS 2009a, ECB 2008). The definition of theffer follows the balance-sheet approach to
stress testing. The quarterly database covers BRsbir the period 2006Q1-2009Q3; as of
2009Q3, the sample represents nearly 90 perceantalfbank assets. Lacking information on 1-
qguarter banks’ liquidity projections and gaps, ffoare projected assuming that balance sheet
items follow random walk generating procesSekhis means that the scenario effects could be
felt through both deteriorating liquid stocks arowis. Each balance sheet item is evaluated
according to a homogeneous set of haircuts, afgdid@ each financial instrument of the same
type (e.g., listed shares, debt instruments, fuadd)featuring the same economic characteristics

(i.e., currency, country of origin, type of coumtarty). Importantly, measurement of assets

" This is equivalent to taking the last observatibthe 5397 lines of banks’ buffers. The forecasiction
of the random walk proce$s = y,_, + & is flat; itisE, y,,, = V,.
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included in the buffer acknowledges that the saine kf asset may enjoy different liquidity

characteristics depending on the currency of denatioin’?

The liquidity buffer is a portfolio of high qualityhighly liquid unencumbered securities as
defined in the BIS, 2009b guidelines; those guitiare also followed for the definition of the
haircuts and run-off ratés As a result, several components of banks’ podfolre withdrawn,
such as unlisted shares, shareholding participatiand debt instruments issued by entities
located in countries excluded from Tables 1 anO&rall, however, the buffer used in this paper
is more conservative than what is being proposettiénBIS, 20095? The most significant off-
balance sheet items included are committed cradi#sl Derivatives held by banks in
Luxembourg are not included in this study. As aulteghe definition and measurement of the
buffer aligns the model not only with Luxembourgoglncrasies, but also with current work in

several fora in the field of macroprudential supgon and banks’ liquidity risk management.

The definition and measurement of the buffer anestrained by the available data quality and
time span. The BCL reporting database used forshidy encompasses several dimenstons.
Included balance sheet items are debt instrumbstisg shares, money market funds, and cash.
Types of counterparties for debt instruments ark&anonfinancial institutions (e.g., corporate,
holding companies, other private sector entitieghtral government (governmental institutions,
central and regional governmental institutions sashthe German Republic or the Land of
Bavaria), supra-national organizations (internatl@mrganizations, e.g., the European Investment
Bank and the International Monetary Fund). Theradscounterparty discrimination for listed
shares. Geopolitical counterparty classifications. #or debt instruments, Eurozone countries
(non European Economic Area), G10 non Eurozone tdesn European Economic Area (no

Eurozone), other countries. And for listed shatiesy are Eurozone, United States, Japan, AAA

2 The model is flexible enough to be used for arharge rate shock. This is not done in this study,
however.

13 Available unencumbered assets are marketable lgetal in secondary markets and/or eligible for
central banks’ standing facilities.

14 As an illustration, in the BIS document, secusitigith effective remaining maturities of less thame

year have a zero percent haircut (in the BIS teofomy, a “required stable funding factor”), whitethis
paper, their haircuts oscillate between 2.5 peraadt90 percent, depending on the country of ismjahe
currency of denomination, and the type of counteypa

> For a more extensive explanation of the type afnterparties and balance sheet items includeden th
definition of the liquidity buffer, see:
http://www.bcl.lu/fr/statistiques/methodo_notes/hmtology _statistics.pdf , and
http://www.bcl.lu/fr/reporting/Etablissements_deedit/index.html
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foreign currency rating countrie¥. The categorized currencies of issuance of financia
instruments are the Euro, the United States Ddler Japanese Yen, and AAA foreign currency
rating (e.g., Swiss Franc, Norwegian Krone, Singadollar). If available, residual maturities
are preferred to contractual maturitté$aircuts apply to each possible combination ofetyp

counterparty, geopolitical origin, currency of iasge and maturity are on Table 1.

Table 1- Liquidity buffer: haircuts applied to sefed balance sheet items

RESIDUAL MATURITY - HAIRCUTS
[TYPE OF BS ITEM TYPE OF ISSUER CURRENCY OF ISSUANCE COUNTRY OF ISSUANCE <1 year 1<year<2 year>2 unspecified
listed stocks EUR EUROAREA na na na 50%
usD us nla na na 50%
JPY JAPAN na na na 50%
AAA FOREIGN CCY RATING AAA FOREIGN CCY RATING na na na 50%
EUR EUROAREA na na na 50%
usb us na na na 50%
JPY JAPAN nla na na 50%
AAA FOREIGN CCY RATING AAA FOREIGN CCY RATING na na na 50%
Debt financial instruments credit institution EUR EUROAREA 20% 30% 40% 50%
G10 (NON EEA) 30% 40% 50% 60%
EEA (NO EUROAREA) 40% 50% 60% 70%
usD EUROAREA 30% 40% 50% 60%
G10 (NON EEA) 40% 50% 60% 70%
EEA (NO EUROAREA) 50% 60% 70% 80%
JPY EUROAREA 30% 40% 50% 60%
G10 (NON EEA) 40% 50% 60% 70%
EEA (NO EUROAREA) 50% 60% 70% 80%
AAA FOREIGN CCY RATING EUROAREA 50% 60% 70% 80%
G10 (NON EEA) 60% 70% 80% 90%
Debt financial instruments non financial institutions EUR EUROAREA 40% 50% 60% 70%
G10 (NON EEA) 50% 60% 70% 80%
EEA (NO EUROAREA) 60% 70% 80% 90%
usb EUROAREA 50% 60% 70% 80%
G10 (NON EEA) 60% 70% 80% 90%
EEA (NO EUROAREA) 70% 80% 90% 100%
JPY EUROAREA 50% 60% 70% 80%
G10 (NON EEA) 60% 70% 80% 90%
EEA (NO EUROAREA) 70% 80% 90% 100%
AAA FOREIGN CCY RATING EUROAREA 70% 80% 90% 100%
G10 (NON EEA) 80% 90% 100% 100%
Debt financial instruments Government EUR EUROAREA 2,5% 5,0% 7,5% 10,0%
G10 (NON EEA) 5,0% 7,5% 10,0% 12,5%
EEA (NO EUROAREA) 7,5% 10,0% 12,5% 15,0%
X1 70,0% 80,0% 90,0% 100,0%
usD EUROAREA 5,0% 7,5% 10,0% 12,5%
G10 (NON EEA) 7,5% 10,0% 12,5% 15,0%
EEA (NO EUROAREA) 10,0% 12,5% 15,0% 17,5%
X1 80,0% 90,0% 100,0% 100,0%
JPY EUROAREA 5,0% 7,5% 10,0% 12,5%
G10 (NON EEA) 7,5% 10,0% 12,5% 15,0%
EEA (NO EUROAREA) 10,0% 12,5% 15,0% 17,5%
X1 80,0% 90,0% 100,0% 100,0%
AAA FOREIGN CCY RATING EUROAREA 7,5% 10,0% 12,5% 15,0%
G10 (NON EEA) 10,0% 12,5% 15,0% 17,5%
EEA (NO EUROAREA) 12,5% 15,0% 17,5% 20,0%
X1 90,0% 100,0% 100,0% 100,0%
Money market funds Credit institution EUR EUROAREA nla na na 50%
usb us na na na 60%
JPY JAPAN na na na 60%
AAA FOREIGN CCY RATING AAA FOREIGN CCY RATING na na na 70%
Cash All sectors All currencies All countries 0% 0% 0% 0%

Haircuts are based on banks’ practice in Luxemb@yghtarik, 2009, Stragiotti, 2009), industry
standards (Standard & Poor’s, 2007), ECB requirésn@6CB, 2006) and also judgement. For
instance, the matrix of haircuts stresses the aelew of information on geopolitical as well as
macroeconomic data; the country of origin and theency of each financial instrument play a

' The foreign currency ratings were derived from website of Standard & Poor’s (2009); an updated
version is in http://www.standardandpoors.com/iggiarticles/en/us/?asset|D=1245202906346.

Y The BCL reporting allows banks to report #lesidual maturitiesaccording to a set of predefined time
buckets, namely below 1 year, between 1 and 2 ykarger than 2 years, and unspecified maturityeSeh
maturity buckets may not completely fit this stuggeds in terms of liquidity risk assessment of \eegi
item of the balance sheet. Nevertheless, to ainegtdent, these buckets seem sufficient for deteng

the haircuts applicable to the buffers.
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significant role in the evaluation of haircuts. Hoxer, given that the available reporting does not
discriminate across types of securities (e.g.ab#l bonds versus bonds held to maturity), some
simplifications are necessary.

A haircut does not depend always on tyee of security. For instance, no distinction is made
between the haircuts of asset-backed securitiecamubrate bonds issued in the same currency
by the same type of entity, in the same countrys T¥sue becomes somehow less relevant if put
in the context of the approach taken, which islparspired by the ECB implementation of
monetary policy operations. Indeed, for the lattee type of financial instrument becomes less
relevant regarding the eligibility criteria.

The BCL reporting distinguishes four typesnaditurities In this context, several hypotheses have
to be made. It is not feasible to always distinguégross different securities based on their
maturities. For example, within the category oftdebtruments with a maturity below 1 year, it

is not possible to determine what amount representamercial paper and what amount
represents other financial instruments. Howevas, thassification is useful as a proxy for the

degree of liquidity of the instruments.

The same framework supports the determination {offi rates. These rates are set to reflect
several facets of potential liquidity shocks ofteysic and idiosyncratic nature. The run-off rates
are based on (1) historical observation of pastlshin the Luxembourg banking sector; (2) the
same practice and literature references used fcuta and; (3) information received from
surveys sent to banks. Table 2 displays the rumatés of balance sheet items relevant for the
shocks simulated in this studfy.

The framework used for haircuts and run-off rateshiowever, only an operational reasonable
starting point. A major weakness of stress testimglels has been the use of historic data for
haircuts and run-off rates given that realizedtelgi®s under stress conditions are, most likely,
going to be quite different. Therefore, this staghplies a stochastic approach.

18 Money market funds’ deposits are excluded fromt#ée because they are held mostly, albeit not
exclusively, by custodian banks. The practice esthbanks in Luxembourg seems to exclude thess fund
from their maturity transformation activity. The B@atabase does not allow a distinction between
custodian and non-custodian banks (Rychtarik arebiitti, 2009, take a different approach, notdaiéd

in this paper, and assume as scenario a poterntfadnawal of deposits from funds). Note that rufivates

do not refer to intraday liquidity risk, the maisk custodian banks face.
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Table 2 - Run-off rates applied to selected st@smlance sheet items

RESIDUAL MATURITY - RUN-OFF RATES
TYPE OF BSITEM TYPE OF ISSUER CURRENCY OF ISSUANCE COUNTRY OF ISSUANCE |<1 year 1<year<2 year>2 unspecified
Liabilities
Deposits - retail - Luxembourg all currencies all geopolitical areas Not / applied 20%
Deposits - retail - non Luxembourg all currencies all geopolitical areas Not / applied 20%
Deposits - corporate - all all currencies all geopolitical areas Not / applied 50%
Deposits - banks - non Related Parties all currencies all geopolitical areas Not / applied 65%
Fiduciary deposits - banks 1Y all currencies all geopolitical areas Not / applied 90%
RESIDUAL MATURITY - HAIRCUTS
TYPE OF BS ITEM TYPE OF ISSUER CURRENCY OF ISSUANCE COUNTRY OF ISSUANCE |<1 year 1<year<2 year>2 unspecified
Assets
Interbank deposits  Credit institution all currencies EUROAREA 10% 30% 50% 70%
G10 (NON EEA) 20% 40% 60% 80%
EEA (NO EUROAREA) 20% 40% 60% 80%

V. Simulation results

i Choice of the shocks and calibration of marketsstre

The macro stress test exercise covers severaltagpemarket and funding liquidity risk. The
following shocks test the resilience of the Luxenmgpbanking sector. First,systemic shocto
interbank loanss assumed to affect the whole banking sector.€rtige stock of interbank loans
undergoes a severe, albeit plausible stress. Eftect selected set of countries are also discussed
Secondyelated-party depositsuffer a withdrawal shock. The choice of theseckhds based on

the importance of the interbank market in Luxemigpuand the fact that most banks are

subsidiaries or branches of large foreign banks.

The interbank market (lending or deposits) repressabout 50 percent of banks’ total assets
(Figure 1). The share has been quite stable owesdémple period, although during the crisis
there was a fall in the ratio of interbank lendingotal assets. In addition, interbank lending to
related parties, while traditionally high, incredsecently, most likely the result of accrued

liquidity needs of parent banks.
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Figure 1 — Importance of the interbank market inx&nbourg

—&— Rel.Parties/IB Lending —— Interbank deposits (T0=200309; 100%) === |B deposits/Total assets
—@— |B lending/Total assets —*— Interbank lending (T0=200309; 100%)

Out of a total of 143 banks, only 27 banks do eatlito related parties, and 35 banks make more
than 50 percent of their interbank lending to edaparties (Figure 2). In fact, more than 80
percent of the liquidity buffer of the 52 banks dige the simulations is related-party loans.

Figure 2 — Lending to related parties

= Frequency —®— Cumulative %
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These structural factors of the banking systemifjusbt only the choice of the shocks, but also
the calibration of the parametsr a proxy for market stress, an important comporadnthe
second-round effects of shocks. The implied stamltility index (VIX) and the Merrill option
volatility index (MOVE) can be used as proxies iskraversion. However, the share of stocks
and non-related party debt is relatively small amks’ buffers. Related-party loans and deposits
are more stable instead (Figure 3). If the standedddistributions of the indices VIX and MOVE
were used, normal market conditions (representedg< 1) would comprise about 70 percent
of total market conditions, and in the tail of tHistributions, s = 3, would represent about 4
percent of adverse market situations. Using relptety loans standardized distribution of
volatility, normal market conditions would stillpeesent 70 percent of the total, but at s = 3, no
adverse market situation would be found. As a teth# simulations use a baseline value of s =

1.1 and show the sensitivity of the interbank shtocthe value of by making it 1.5.

Figure 3 — VIX, MOVE and related-party loans viigt frequency distributions
(Normalized values of S&P500 stock price volatiliferrill Option Volatility Estimate, and

related parties volatility)
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Market conditions determine the severity of theoseleround effects, as shown in equation (6).

Figures 4 and 5 display the relationship betweenvibights used for the second-round effects,
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w_sim,;, and the weights used for the first round effests sim ;. As explained in section Il

the similarity of banks’ reactions has a strondgésot on market conditions than the number of
reacting banks, a typical crowding out effect. &nty, the signaling effects of banks’ use of
central bank’s refinancing facilities (as illusgdtby the recent crisis), is a factor explaining th
increase in haircuts and run-off rates during #ead round of the simulations. In addition, the
sensitivity analysis displayed in Figures 4 and/bich includes data from the crisis, suggests that
using a value of s > 1.5 has little justificationthe Luxembourg banking sector situation. As a
result, reputation effects would have only a simafiact on haircuts and run-off rates and are not
included (see equation (7)). In a more general ésgank, however, reputation effects on parent
banks could be considered. This route is not faidw this paper.

Figure 4 — Second-round haircuts multiplicationttacw_ sim, ; /w_sim,; and the number of

reacting banks [}_ RI?/>* > RI?)=0.83]
b b

=—s5=100 = = =s=1,08 == =s=1,50
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Figure 5 — Second-round haircuts multiplication ttac w_sim,; /w_sim; and relative
reaction by instrument (g = 10)

5=1,00 = = =s=1,08 == =s=1,50

ii. First shock: systemic shock to interbank loans

In the first shock, each bank loses part of theievalf its interbank loans. The static part of the
loss is set by the weight/haircut matrix on TableThe shock hits all the banks carrying these
types of exposure. In this type of shock, the ggefs not in the outcomes for individual banks,
but rather on the banking sector as a whole (Figure
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Figure 6 - Systemic shock to interbank loans: sheg&tem response and second-round effects
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The chart displays the impact of the systemic stwotkanks’ buffersBb1), standardized by the
baseline liquidity buffeBb0.'° The impact of the banking sector’s response fonctis well as
the second-round effects are also representedeonhért (respectivelyBb2 and BbR On the
abscissa, we observe the remaining share of theimaduffer of the whole banking sector,
following the shock and second-round effects. Thelinate displays the corresponding
frequencies. The largest potential loss incurredth®y Luxembourg banking sector after the
occurrence of the interbank shock would be arouhgecerf® of the baseline buffeBb0?! Bb2
describes the buffers’ distribution after the bagksector takes mitigating actions following the
initial shock?? The bufferBb2 is, therefore, the result of adding to the sebuffers Bbl, the

¥ The baseline or initial buffer equals one, iBbp = 1 Bb1buffers are calculated by subtracting the first-
round effects of the shock from the baseline buffer

2 Due to granularity, the presence of positive fezguies associated with 0.64 is not noticeable guirféi 1.

L Most Luxembourg banks are subsidiaries or branolidsreign banking groups and play an important
role in the financing of the group. As stated abdlieir major source of financing is the interbamirket.

2 0nly banks suffering at least a 30 percent losshefr baseline buffers are supposed to react; they
represent 71 percent of the sample. The 30 petbhagghold was estimated regressing the rankindgpef t
contemporaneous changes in the baseline buffer rasudt of the (interbank) shock on the ranking of
changes in the balance sheet items for a rho Sp@acorrelation coefficient at the 99 percent casfice
level. This is used as a proxy for the lack of kiemlge of banks’ risk tolerance levels.
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transactions performed by banks as shock mitigaictipns> After its reaction, the banking
sector is better off and is expected to be lefaiworse case scenario with roughly 66 percent
(Bb2) of its baseline buffer. This implies a potentas of about 2 percentage poifitsdoreover,
the associated frequencies indicate that the regasdn general more likelyBb3is the buffer
after second-round effects and highlights the marinpotential loss of the banking sector after
idiosyncratic and reputation effects are taken attoount® This leads to a general worsening of
the liquidity position of individual banks (and tife banking sector as a whole). Indeed, banks
forced to liquidate part of (or the entire stockgit buffers to fulfill their financial obligations
will generate an increase in the volatility of @assecluded in their liquidity buffers and their
associated haircuts. As illustrated in Figure @osd-round effects have a large impact on the
banking sector: after repeated sampling, on avetagebanking sector will suffer a further loss

of 16 percentage points (relative to the buffeeraféactionBb2).

Importantly for systemic risk analysis, the 5 paioef the tail of the distribution shows that the
banking system losses more than a quarter of #slip@ buffer; this figures raises to as much as
36 percent at the 1 percent of the tail of therithigtion (Table 3). There is only one bank that
finishes with a negative liquidity buffer. A measwf systemic liquidity risk, i.e., the weighted
average of negative liquidity buffers is very l1o&wp02 percent, given that the troubled bank is

small.

The simulation results for the systemic shock tierimank loans when market conditions are
already turbulent, represented here by an (exog@niighers equal to 1.5, are significantly
worse. At the 5 percent of the tail of the disttibn, the systemic buffer loss after the second-
round effects is over 60 percent and at 1 percénhe tail of the distribution it increases to
almost 70 percent. There are 14 banks that risknbaa negative baseline buffer, at least for

some tail realizations of the shock. Systemic nis&s to 0.6 percent.

% Banks are supposed to react, for example, by wussogrities for repo operations with the centralkpa
by selling securities, or funding themselves in tinsecured interbank market. Absent a micro-fouadat
of banks’ reactions, the extent to which banksaigarticular item of their portfolio to restore thaseline
liquidity buffer is determined by the relative impemnce of the item in the balance sheet, which is
obviously a reflection of each bank’s business.lifikis is the approach also followed in van den End
(2008).

% As a reference, in the DNB liquidity stress tegtexercise of Dutch banks, the baseline buffer loss
following a credit shock is 40 basis points andiofeing a banking crisis is about 1.1 percent.

% Reputation effects are not taken into considenatiche simulations because as discussed belew, th
Luxembourg banks’ buffers have a dominant sharelafed parties’ items. It is not immediately clear
what a “reputation effect” would mean in this cads.experienced during the recent crisis, parent
companies extended credit lines to their subsigsan most cases.
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Table3 - Summary results of the systemic shoickdbank loans
(million Euros, unless otherwise indicated)

Total number of banks = 52 Number of reacting banks = 37
s=1,1 s=1,5
Initial buffer 15016
Buffer after shock 12 250
Buffer after mitigating actions 12 284
Buffer after second round effects 11 074 5781
Percent loss wrt initial buffer -26 -61
Buffer @ 5 percent tail 10 828 4 800
Percent loss wrt initial buffer -28 -68
Buffer @ 1 percent tail 9 563 3864
Percent loss wrt initial buffer -36 -74
Number of banks with negative buffer 1 14
System liquidity risk (weighted, percent) 0,002 0,554

However, results of the shock differ across bafkse major reason for it is the composition of
banks’ buffers, which is in turn largely a functioh banks’ business lines. The exercise has
systemic relevance in that it makes it clear thatkis’ business lines and interactions are quite
diverse in Luxembourg. As a result, systemic sttesBng must be done in a framework that is
flexible enough to accommodate them. Three bankssatected according to their relative
importance, their business profile, and their denisi to the specific shocks. Selected banks
cover most of the spectrum of the current busirseesge by the industry. Figure 7 shows the

results of the interbank shock on the selected idnkfers distributions.
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Figure 7 — Interbank shock: shock, individual bdmkesponses, and second-round effects
Bank A

O Bb1 buffer after shock B Bb2 buffer after bank's reaction O Bb3 buffer after second round effects

Bank B

O Bb1 buffer after shock B Bb2 buffer after bank's reaction [ Bb3 buffer after second round effects
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Bank C
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Bank A is mostly a retail bank with important iriank volumes on the assets’ side, representing
about 38 percent of the initial buffer. Bank B istige in several business lines (i.e., retail,
custody, corporate, among the most important ontssterbank/buffer ratio is 30 percent. Bank
C is mainly a global custodian, active in the fiefdservices to investors with an interbank/buffer
ratio of 33 percent. Bank A experiences the largestntial impact following the interbank shock.
Indeed, its expected buffer inveorst case scenario would be roughly 66 percent of iselze
buffer?® Taking remedial actions, bank A would recover fduyg20 percentage points of its
baseline buffer loss. Second-round effects affenterely the baseline buffer as bank A
experiences a further loss slightly over 30 pemgatpoints, if compared to the buffer after the
shock’s responseBp2). Bank B and C are less affected by the interbsimck as they are
expected to maintain 72 percent and 68 percerftedf baseline buffers, respectively, after the
shock. After reacting, bank B would recover rough8/ percentage points of its baseline buffer
loss, and bank C would recover 20 percentage poinis baseline buffer loss. The impact of

second-round effects on these two banks would iraplgxpected further reduction of thBin2

% Small losses at the extreme of the distributianraot always visible on the charts due to the saséel.
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buffers of 28 percentage points. Any difference®ss banks can be explained by the different

composition of their portfolios, and therefore,itltmrresponding simulated haircuts.

iii. First shock, systemic shock to interbank loanslughieg related-party deposits

Given the paramount role of related-party depasiteanks’ buffers, it is useful to discuss the
effects of the interbank shock when banks’ reastitm the shock cannot avail themselves of
related-party deposits. The profile Bb2 changes substantially. The likelihood of the bagki
sector incurring a severe loss increasesB2 the largest potential loss rises to roughly 46
percent, from 34 percent previously. These resugiklight the critical role of related parties in
the local banking sector. As regards second-rothedts, they do not play a role in the context of
shocks affecting or originating from related patiansactions. The reason is the specific
haircuts that these items receive in our framewaskthey are considered fully eligible in all

circumstances (haircuts are equal to O for eaclesad, related parties’ item).

Figure 8 -Systemic shock to interbank loans: shock, banlsgorses, excluding related parties
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iv. Second shock: related parties’ withdrawal shock
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Given that well over one-third of Luxembourg bankabilities are intragroup, this shock is very
relevant to assess the survival capacity of Luxamipdoanks. In this scenario, related entities
withdraw their deposits, an important share of Ishfknding. Results of the shock on two banks’
buffers are displayed on Figure 9. The two seledtadks are bank D, with related-parties’
deposits representing 22 percent of its baselifitetyiand bank E, with related-parties deposits

representing 55 percent of its buffer.

This shock potentially accounts for a loss of 22cest of bank D’s baseline buffer and 40
percent of bank E’§.On average, banks’ reaction does not allow thésm recover much of
the loss incurred during the shock. Bank D canvecabout 8 percentage points of its initial loss,
and bank E can recover just 4 percentage pointar8eround effects significantly impact both
banks. Bank D loses 24 percentage points dli@buffer, and ends up with a buffer just above
60 percent of its baseline value. Bank E loseserBgmtage points of i8b2 buffer and ends up
with 48 percent of its baseline buffer. These rsssihow the potentially severe impact that the
withdrawal of intragroup positions of Luxembourghka can have given their strong reliance on

this source of funding.

Figure 9 — Related-parties withdrawal shock: shdmnks’ responses and second-round effects
Bank D

2" Bank D’s results are shown for illustrative purgsss the shock would not prompt a bank’s reaction
given that the shock does not reduce its baseliffelbeyond the 30 percent threshold.
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OBb1 buffer after shock WBb2 buffer after bank's reaction 0 Bb3 buffer after second round effects

Bank E

OBb1 buffer after shock MBb2 buffer after bank's reaction 0 Bb3 buffer after second round effects

VI. Conclusions and policy implications
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This paper is a study of market and funding ligyiditress testing of the Luxembourg banking
sector. Liquidity shocks are instrumented usingclsastic haircuts and run-off rates. The
modeling framework is flexible enough to deal witystemic and individual banks’ shocks. It
includes not only the shock and banks’ reactionmitigate the effects of the shocks on their
liquidity buffers—first and second stages—but aise endogenous effects on banks’ buffers of

banks’ collective actions and their impact on apsees—third stage.

A shock to the interbank market and a shock totedlparty deposits of Luxembourg banks
illustrate that banks’ business lines are importarshaping the net effect of the shocks on banks’
stochastic liquidity buffers. Related parties ptafundamental role in banks’ reactions to shocks.
Systemic second-round effects seem to play a les®riant role than first round effects,

although results vary widely across banks, andcéstain banks, the opposite is true. Second-
round effects should be taken into account becaysaffecting asset prices they diminish the
benefits of diversification and can more than dffsenks’ mitigating actions. In addition, they

illustrate how contagion may operate, independeotiyhe correlation between a given shock,

and business line and buffer composition.

Given the large number of subsidiaries of complarking groups in Luxembourg, the results
suggest the importance of monitoring the liquidifyparent groups. This is consistent with a
major lesson from the recent financial crisis: ustinding financial stability is impossible

without a proper understanding of internationalliag activities.

Results also indicate the importance of system-wméasures to minimize the systemic effects of
liquidity shocks, both ex-ante and ex-post, sucBamd liquidity management frameworks and
contingency plans, robust liquidity buffers, andpad&t insurance. The study illustrates an
important macroprudential tool to incorporate ficiah stability considerations into monetary

policy decision-making. It provides a frameworkgmduce quantitative judgments on systemic

risk and financial stability.

The development of macroprudential elements oinftra stability policy is in its infancy. Much
remains to be done in terms of refining operatioinameworks for liquidity stress testing.
Regarding this paper framework, one important dogamprovement is endogenizing banks’

reactions to shocks. Similarly, the modeling fraragwshould make explicit the transmission
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mechanism of shocks within the financial sector betiveen the financial and the real sector. In
addition, the matrix of haircuts could be madd stibre granular to allow a distinction between
secured- and unsecured-market pleadgeable aseets)omg different proxies of market stress

depending on the country of location of parent lsdhkadquarters.
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Appendix A

A run-on-deposits shock

The shock on deposits is a very severe event fok Baand a moderately severe event for bank B.
The outcome is due to the fact that both banks@elyunding from retail and corporate clients,
but to quite a different degree. The shares of sigpshocked represent 88 percent and 37
percent of bank A’s and bank B’s baseline buffeespectively’® These results are shown in
Figure Al.

The shock on bank A’s deposits has an importantanpn its buffer: the bank is expected to
lose potentially up to 47 percent of its liquidipffer after the shock. The bank’'s response

improves its buffer allowing it to recover 30 pertage points.

Figure A1 — Run-on-deposits shock: shock, banlspoases and second-round effects
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% More specifically, the main difference betweensthéwo banks is the large amount of related-party
deposits in bank B.
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Although bank B does not lose up to 30 percenheir tbaseline buffer, its reaction is shown here
for illustrative purposes. Bank B, whose largesteptial loss equals 19 percent of its baseline
buffer, has quite a different profile from bank FPollowing the bank’s mitigating actions, bank B

recovers up to 13 percentage points of its baselifier so that is left with a loss of 6 percent.

Second-round effects also have different effectdanks’ buffers, but less so, given that they
operate via a generalized increase in market Vityadind wide-spread asset price changes. Banks
A and B end up with a buffer that is 57 percent &®dpercent of their baseline buffers,
respectively. Second-round effects are importamugh to more than offset banks’ mitigating
actions following the shock. While banks’ businses matter for the severity of the impact of
the shock and the offsetting effects of banks’ gaiting actions, second-round effects affect
banks more generally. For example, a custodian frastkshown here), for which a deposit shock
will not matter much in terms of buffer losses|aft with 80 percent of its baseline buffer as a
result of second-round effects. These results Ilglebustrate how contagion may operate and
thus, the relevance of measures to minimize theaisa run of deposits for the stability of the

banking system.



