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1.  CAPTURING MACRO-PRUDENTIAL REGUL ATION EFFECTIVENESS*

Federico Lubello63, Abdelaziz Rouabah64

ABSTRACT

Shadow intermediaries activities have registered a spectacular increase during the last decades. Recently, 
their market shares have rapidly been gaining momentum partially due to “regulatory arbitrage”. Although 
their centrality to the credit boom in the early 2000s and to the collapse during the financial crisis of 2007-
2009 is widely documented, the number of contributions studying the implications on the real economy 
and the underlying transmission mechanisms is surprisingly limited. We contribute to filling this gap and 
devise a new DSGE model whose productive sector captures key characteristics of the European economy 
by accounting for small and large firms vertically linked in a production chain. The adopted framework 
includes commercial banks and shadow financial intermediaries directly interconnected in the interbank 
market with specific and differentiated channels of financing to the real economy. The framework also 
incorporates moral hazard for commercial banks, which together with regulatory arbitrage might bring 
further incentives for banks to securitize part of their assets. An attempt to incorporate macroprudential 
policy is considered through the implementation of capital requirements and caps to securitization 
in the traditional banking sector. The results show that the complementarity of such tools devised by 
a macroprudential authority can be effective in dampening aggregate volatility and safeguarding 
financial stability. 

1 INTRODUCTION

The recent financial turmoils have unambiguously revealed the weaknesses of the pre-crisis regulation 
framework of traditional financial intermediaries and put under the spotlight the complex activities 
of the so-called “shadow banking” or “shadow financial intermediation system”. At the same time, 
the growing concerns pertaining to the vulnerability of the global financial system in the aftermath 
of the 2007-2008 crises have led authorities worldwide to devise a regulatory response aimed at 
mitigating the undesirable consequences of insufficient capitalization and liquidity shortages in the 
banking system. Authorities’ response to the crisis resulted in the introduction of more stringent 
capital requirements and liquidity requirements for credit institutions, and other provisions applicable 
to insurers. 

Despite the necessity of such new measures, the costs induced by the burden of the new regulatory 
compliance has raised potential concerns for authorities, as it may create additional incentives for 
banks to shift part of their activities outside the regulated environment, thereby increasing the size of 
the shadow sector even further.65

63 Financial Stability Department, Banque centrale du Luxembourg

64 Financial Stability Department, Banque centrale du Luxembourg

65 This type of behavior follows the so-called “regulatory arbitrage hypothesis”. As described in Farhi and Tirole (2017), the 
regulatory arbitrage view includes two possible sub-views. In the first sub-view, retail banks evade capital requirements by 
providing liquidity support off-balance sheet to shadow intermediaries. The second sub-view involves capital requirement 
“evasion” by shadow intermediaries, which face no capital adequacy requirement and yet receive public assistance.

* This contribution is a shortened version of BCL Working paper n°114. The conclusions may not be shared by policymakers in the BCL 
or the Eurosystem.
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4Financial intermediation, in the non-bank sector can be defined as the set of activities consisting of the 
origination and acquisition of loans by non-bank financial intermediaries, the assembly of these loans into 
diversified pools, and the financing of these pools with external debt, much of which is short term and 
supposedly riskless . The importance of the shadow financial intermediation system to the credit boom 
in the early 2000s and the turmoil during the financial crisis of 2007-2009 has been widely documented. 
Despite its contribution, the number of academic papers studying its implications for the real economy 
and the underlying transmission mechanisms of shocks in the presence of shadow financial institutions 
is surprisingly limited. This study contributes to filling this gap through the lens of a New Keynesian 
dynamic stochastic general equilibrium (DSGE) model, which includes macroprudential regulation as a 
tool for macroeconomic stabilization in the presence of shadow intermediaries. It aims at shedding new 
light on the important role played by the shadow financial intermediation system in the transmission 
of shocks. To display the connection between regulatory arbitrage and securitization activity, the left 
panel of Fig. 1 shows the developments in securitization during the implementation of the “Basel III” 
regulatory framework. The dark line represents the stock of loans that have been derecognized through 
securitization from the balance sheet of the euro area Monetary and Financial Institutions (MFIs), while 
the light line represents the stock of securitized loans reported on the asset side of Financial Vehicle 
Corporations (FVC) engaged in traditional securitization. Both series show a marked jump upwards 
corresponding to the start of the post-crisis regulatory regime. The role of the shadow financial system 
and its connected securitization activity has long been recognized as controversial. While securitization 
certainly adds economic value by allowing risk-tranching, it may also undermine the correct mechanism 
of incentive compatibilities and can create other information asymmetries.66

In the present model, financial in-
termediaries operating in the tra-
ditional banking sector (or com-
mercial banking) can originate 
risky loans, and can finance these 
loans both with own resources 
and with interbank credit obtained 
from the shadow financial system. 
Such loans are granted solely to 
small firms. This assumption is 
made to replicate the structural 
characteristics of the European 
economy. As shown in the right-
hand panel of Fig 1, in fact, small 
firms find it more difficult relative 
to large firms to access the capital 
market, thus relying on traditional 
business loans as the prevalent 
source of external finance.67

66 See Ashcraft and Schuermann (2008) 
for an overview on the securitization 
process of subprime mortgage credit.

67 The data are elaborated from the ECB 
SAFE 2017 (Survey on the Access to Fi-
nance of Enterprises in the euro area).
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In the left panel, the evolution of securitization measured as the outstanding amount of securitized assets 
reported in the asset side of euro area FVCs. In the right panel, the perceived external financial gap for SMEs 
and large firms (percentage). 

Figure 1
Securitization activity and firms’ access to external finance

10.4

10.6

10.8

11

11.2

11.4

11.6

11.8

12

10.4

10.6

10.8

11

11.2

11.4

11.6

11.8

12

9.6

9.8

10

10.2

10.4

10.6

10.8

11

20
09

20
10

20
11

20
12

20
13

20
14

20
15

20
16

20
17

Securitized loans

ABS MFI (left scale) ABS FVC (right scale) Large Firms SMEs

-15

-10

-5

0

5

10

15

20
Financing gap

20
10

20
10

20
11

20
11

20
12

20
12

20
13

20
13

20
14

20
14

20
15

20
15

20
16

20
16



116 B A N Q U E  C E N T R A L E  D U  L U X E M B O U R G

Commercial banks’ behavior is subject to moral hazard. The possibility of capital redeployment, 
offered by the arrival of an alternative investment opportunity, provides commercial banks with 
incentives to liberate resources – and save screening costs associated with monitoring the borrower’s 
project – by originating asset-backed securities that can be sold on the secondary market to shadow 
intermediaries. The key implication is that any transfer of risk from the traditional banking sector to 
the shadow intermediation sector via securitization feeds back into the former through the interbank 
market and into the productive sector through corporate loans. 

Macroprudential instruments are implemented with the objective of mitigating the undesirable effects 
of securitization. The tools consist of the leverage ratio, which imposes the maximum level of exposure 
towards small firms for a given level of commercial banking capital, and the securitization ratio, which 
limits the maximum fraction of loans that can be securitized on the secondary market. The results 
of this paper show that the complementarity of such tools allows the macroprudential authority to 
pursue, successfully, macroeconomic stabilization after a shock, as their simultaneous activation is 
effective in dampening output volatility and improving welfare.

2 RELATED LITERATURE

The present paper is broadly related to the class of models that introduces financial intermediation 
into well-established New Keynesian DSGE frameworks, such as Goodfriend et al. (2007), Christiano 
et al. (2007), Curdia and Woodford (2010), inter alia, and with the subsequent first wave of studies that 
started to incorporate macroprudential policy to address its welfare implications. Some examples 
are Acharya et al. (2011) and Benes and Kumhof (2015), which both focus on the welfare effects and 
argue in favor of bank capital requirements to improve welfare. The first study argues that regulators 
should impose restrictions on dividends and equity pay-offs, while the second study shows theoreti-
cally that a countercyclical capital buffer requirement has the ability to increase overall welfare by 
reducing the volatility of output. Further studies, in contrast, emphasize the detrimental effects of 
bank capital requirements. For example, Diamond and Rajan (2000) show that capital requirements 
may have an important social cost because they reduce the ability of banks to create liquidity. Van 
den Heuvel (2008) embeds the role of liquidity creating banks into an otherwise standard general 
equilibrium growth model for the US, to find that while a capital requirement limits moral hazard, the 
welfare cost of capital adequacy regulation is surprisingly high.68

Later contributions find mixed results of bank capital regulation due to several emerging trade-offs. 
To mention a few, De Walque et al. (2010) find that moving from Basel I to Basel II regulation reduces 
financial instability but have ambiguous effects on the volatility of output. Meh et al. (2010) show 
that bank capital increases an economy’s ability to absorb shocks; Angeloni and Faia (2013) find that 
pro-cyclical capital requirements (akin to those in the Basel II capital accord) amplify the response 
of output and inflation to shocks and reduce welfare, while anti-cyclical ratios have the opposite ef-
fect. Martinez-Miera and Suarez (2014) focus on systemic risk and show that capital requirements 
reduce systemic risk-taking but at the cost of reducing credit and output in normal times, generating 
non-trivial welfare trade-offs. Clerc et al. (2015) find that capital requirements reduce bank leverage, 
bank failure risk, but excessive capital requirements may unduly restrict credit availability, so that 
there exists an optimal level of bank capital requirements. 

68 Keys et al. (2009) reach similar conclusions in relation with the mortgage market. They state that “findings caution against 
policies that impose stricter lender regulations which fail to align lenders’ incentives with the investors of mortgage-backed 
securities”.
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4The literature presented above focuses on direct lending by banks and therefore excludes securitiza-
tion and non-bank financial activities. Unlike this literature, the present paper accounts for non-bank 
financial entities, which cater commercial banks’ risk-taking thereby fostering regulatory arbitrage. 
In this respect, this paper strictly connects with two recent research strands. The first attempts to 
embed shadow intermediaries into otherwise standard general equilibrium models. For instance, 
Goodhart et al. (2012) construct a two-period model to study the efficacy of several regulatory tools in 
the presence of shadow intermediaries. Verona et al. (2013) build a DSGE model and find that central 
banks ignoring the shadow sector may wrongly anticipate the effects of monetary policy; Meeks et 
al. (2017) find that following a liquidity shock, stabilization policy aimed solely at the market in secu-
ritized assets is relatively ineffective. Gorton and Metrick (2010) propose principles for regulating the 
shadow intermediaries system and Meh and Moran (2015) study how leverage regulation effects may 
depend on the existence of shadow intermediaries. The second strand of research further attempts 
to embed regulatory arbitrage into general equilibrium models with shadow intermediaries. Houston 
et al. (2012) have investigated the regulatory arbitrage hypothesis empirically in a cross-country 
setting, although without a specific reference to the shadow financial system. They find find strong 
evidence that banks have transferred funds to markets with fewer regulations. In addition, Acharya 
et al. (2013) analyze asset-backed commercial paper conduits, which experienced a shadow-banking 
run and played a central role in the early phase of the financial crisis of 2007–2009. Archarya (2013) 
shows that regulatory arbitrage was an important motive behind setting up these conduits. Quanti-
tative theoretical contributions, although still limited in number, include Plantin (2014), who shows 
that tightening capital requirements may spur a surge in shadow banking activity that leads to overall 
larger risks for banks and shadow banking institutions. Huang (2016) models shadow intermediar-
ies as an off-balance-sheet financing option for regular banks within the Brunnemaier and Sannikov 
(2014) framework and suggests that financial stability is a U-shaped function of financial regulation. 
Ordonez (2017) formally shows that a combination of traditional regulation and cross reputation sub-
sidization may enhance shadow intermediation and make it more sustainable. In his study, shadow 
banking arising to avoid regulation may potentially be welfare improving. Begenau and Landvoigt 
(2016) built a calibrated general equilibrium model for the US with commercial and shadow inter-
mediaries and find that higher capital requirements shift activity away from traditional banks. In their 
model, instead of becoming more fragile, the aggregate banking system becomes more resilient. 
More recently, Farhi and Tirole (2017) show how prudential regulation must adjust to the possibility 
of migration toward less regulated spheres. 

Finally, the assumed distinction between small and large firms (i.e., a rigidity in the access of the 
capital market for small firms compared with large firms) finds support in related research showing 
that small firms are severely credit constrained. Early evidence tracks back to Fazzari et al. (1988), 
who document differences in financing patterns by size of firms in the US and consider a variety 
of explanations for why internal and external finance are not perfect substitutes. Other contribu-
tions are those of Beck and Demirguc-Kunt (2006), Ferrando and Greisshaber (2011), and Artola and 
Genre (2011) and those studies pointing to the importance of the contribution of small and medium 
enterprises to aggregate fluctuations, such as Moscarini and Postel-Vinay (2012), Gabaix (2011), and 
Acemoglu et al. (2012), inter alia.

3 THE MODEL

In this study, the economy consists of households, large firms, small and medium enterprises (SMEs), 
commercial banks, shadow intermediaries, capital producers, retailers and an authority conducting 
monetary and macroprudential policy. 
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Households provide labor in a competitive labor market and use their labor income to finance 
consumption and to save. As they cannot directly invest in capital, households deposit their savings 
either with traditional banks at the gross nominal interest rate  or with shadow intermediaries 
at the gross nominal interest rate . Small firms produce the intermediate good, which is used 
entirely by large firms as input to produce the wholesale good. We introduce retailers that transform 
the wholesale good at no cost into a final consumption good, in order to introduce price inertia in 
a tractable manner. Firms obtain funding through a financial sector made of commercial banks 
and shadow intermediaries. Both types of banks are connected through the interbank market in 
which shadow intermediaries lend to commercial banks. Commercial banks use interbank credit, 

, together with own bank capital, , to finance projects carried out by SMEs. On the contrary, 
shadow intermediaries solely finance large corporate firms. There are two sources of information 
frictions in the financial sector. On the one hand, moral hazard of commercial banks may arise when 
an exogenous alternative investment opportunity materializes. In this case, the commercial bank may 
find it optimal to pool its loans into asset-backed securities (ABS) and sell them on the secondary 
market to shadow intermediaries, regardless of whether or not such loans are ultimately going to 
generate a positive return. On the other hand, shadow intermediaries, which are involved in credit 
transformation, buy pooled loans on the secondary market under adverse selection, as the payoff of 
the loans incorporated into the ABSs is unknown in advance. Beyond ABS, shadow intermediaries 
lend funds to large firms by purchasing their issued debt, . Therefore, we distinguish the financing 
channels of both large and small firms, while connecting them indirectly through the interbank 
market. Finally, shadow intermediaries finance their activity by issuing liabilities.

3.1 THE HOUSEHOLD SECTOR

Households are risk-averse and infinitely lived. They derive utility from a consumption good and 
disutility from labor. The consumption good acts as a numeraire. Households’ income derives from 
renting labor to producers at the competitive real wage, . The available income serves to finance 
consumption, hold deposits with financial intermediaries and pay the tax bill. Their preferences are 
described using an external habit formulation common in recent DSGE literature as in Smets and 
Wouters (2000), Christiano et al. (1997). In particular, households maximize the expected present 
discounted value of their utility: 

    (1)

where  is non-durable consumption at time , is labor supply,  is the coefficient governing 
the intensity of habit in consumption,  is a scaling parameter for hours worked and  is the 
inverse of the Frisch elasticity of labor. Households can decide to direct their savings towards either a 
commercial bank or a shadow intermediary. The former can be seen as a traditional current account 
that offers an interest rate on deposits redeemable at any time. We abstract from deposit insurance. 
We later characterize the financial contract ensuring that households have an incentive to engage 
with commercial banks. In contrast, the funds deposited at the shadow intermediary can be seen 
as a custody account for financial investment, for example in money-market funds or assimilated 
products offered by non-bank financial institutions.69

69 As argued by Ferrante (2015), we can think of the shadow intermediaries’ deposits as the set of instruments that over 
the past years allowed investors to channel funds into this parallel (shadow) sector, such as money market mutual funds 
(MMMFS), which in normal times were perceived as risk-free assets.
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1

4To model the investment decision of households, we follow Dotsey et al. (1996) and Meh and Moran 
(2015), and assume that households are distributed along a unit interval, with  identifying a 
typical household. Commercial banks are located at point 0 and shadow intermediaries at point 1. If 
households deposit savings with a commercial bank, the return is taxed by the government, so that the 
after-tax return is , with  the tax rate and  being the gross nominal interest rate on de-
posits. If savings are allocated to a shadow intermediary, households incur an ex-ante quadratic cost 
equal to , with  and , and earn a gross nominal interest rate   .

When maximizing their utility function, households are subject to a sequence of budget constraints:

   (2), 

where  is the amount of deposits,  is a binary function that equals 1 when savings are allocated to 
commercial banks and 0 when savings are allocated to shadow intermediaries;  is labor income 
and  represents lump-sum transfers, which includes profits from the retail sector, capital good 
producers and the banking sector. 

3.2 THE FINANCIAL SECTOR

The financial sector consists of a continuum of risk neutral commercial banks and shadow intermediaries. 
Commercial banks are assumed to carry out traditional financial intermediation activities, which consists 
of pooling together resources collected from depositors and the interbank market (from shadow interme-
diaries) to finance the risky projects of SMEs. Commercial banks may engage in costly monitoring efforts 
in order to increase the likelihood of a project being successful. However, moral hazard may arise when 
an exogenous investment opportunity materializes, as commercial banks may decide to sell a portion of 
their loans to shadow intermediaries in the form of ABS thereby saving the monitoring cost. The activity of 
commercial bank is subject to a twofold macroprudential regulation: on one hand, the maximum leverage 
ratio governing the bank’s financial exposure towards SMEs; on the other hand, a cap on the securitiza-
tion ratio. Shadow intermediaries, on the contrary, are non-bank financial institutions whose main activity 
consists in attracting resources from households. They use such resources to operate on the secondary 
market for loans, provide short-term finance to commercial banks, and finance large firms. 

Following Meh and Moran (2015), we set up a financial contract between the commercial bank, deposi-
tors and the shadow intermediary. The contract ensures that all the agents have appropriate incentives 
to engage in the borrowing-lending relationship. 

By taking into account all four possible scenarios –given by the combination of whether or not the com-
mercial bank decides to sell ABSs both when obtaining and non-obtaining the alternative investment 
opportunity- the evolution of commercial banking capital in the economy is given by:

   (3)

where  is the fraction of surviving banks at the end of each period,  is the probability of the loan 
( ) to be successful,  is the lending (gross) interest rate and  is the aggregate return on capital.

Shadow intermediaries are financial institutions that operate outside the traditional banking system. 
The shadow sector is competitive. Shadow intermediaries are not subject to regulatory costs. Their 
activity consists of a classic intermediation function, carried out by collecting deposits from households 
to extend both financial and non-financial corporate lending, and a function of credit transformation 
participating in the secondary market for loans. While interbank lending can be seen as short-term 

ANNEXES
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funding through which shadow intermediaries optimize their liquidity management, corporate bonds 
are relatively more illiquid assets but more profitable in the long run. To capture the imperfect substitu-
tion between interbank and corporate lending, we assume that there are quadratic management costs 
involved with investing in corporate loans. The profit maximizing behavior of the shadow intermediary 
leads to the first order conditions below:

   (4)

   (5)

   (6)

3.3 THE PRODUCTION SECTOR

The productive sector is quite standard. Two types of representative firms owned by entrepreneurs char-
acterize the production side. In particular, in line with empirical patterns observed in the euro area, we 
assume the presence of small and medium enterprises, which typically resort to traditional business 
loans to finance their activity, and by large corporate firms. In the model, these firms produce the inter-
mediate good, which large corporate firms use as input to produce the wholesale good. Retailers operat-
ing in a monopolistic environment are in charge of transforming the wholesale good into the final con-
sumption good and adjust prices as in Calvo (1983). In contrast to small and medium enterprises, large 
firms benefit a greater variety of external funding. Most importantly, they can have full access to capital 
market financing. Both sectors combine their productive factors in a standard Cobb-Douglas technology 
function to produce their output. To finance capital acquisition, small firms demand loans from com-
mercial banks, while large firms demand loans from shadow intermediaries. The latter are involved with 
large firms in a financial contract based on the costly state verification framework of Townsend (1979). 

4 MONETARY POLICY

We set an endogenous monetary policy rule in which the central bank controls the risk-free interest 
rate according to a Taylor (1993) rule with interest rate smoothing:

   (7)

5 MACROPRUDENTIAL POLICY RULES

The macroprudential policy rules considered in the model are the leverage ratio and the securitization 
ratio. Respectively, they are given by:

   (8)

   (9)

6 QUANTITATIVE ANALYSIS

6.1 PARAMETERIZATION 

The model parameters are set to match key quarterly features of the Euro area. We set  to 
match an annual rate of depreciation of 10% of capital with respect to output. We set  for 
large firms and  for SMEs implying elasticities of labor  and , 
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4respectively. The weighted average elasticity of capital with respect to total output is thus , 
implying an aggregate weighted elasticity of labor with respect to output of . These dif-
ferences capture the higher labor-to-capital ratio that generally characterizes small firms with re-
spect to large firms. Euro area data suggest suggest a fraction of SMEs over total firms in the range 
0.95--0.99 depending on definitions; thus, we set  implying a share of large corporate firms 

. The share of SME’s output used in large firms’ production is set to reflect the average 
share of intermediate good employed across sector based on EU data. In particular, according to Euro-
stat, the EU-27’s wholesaling of intermediate goods sector (NACE Group 51.5) consists of approximately 
one in seven of all wholesaling (NACE Division 51) enterprises; thus we set . The size of the 
elasticity parameter, , and the exit rate of entrepreneurs, , follow from Bernanke 
et al. (1999). 

In line with Gerali et al. (2010), the discount factor of households is  in order to obtain the av-
erage of the steady-state interest rate on deposits (average of both commercial and shadow intermedi-
aries) slightly above 2 per cent on an annual basis, in line with the average monthly rate on M2 deposits 
in the euro area from the years 1998-2009. The weight on leisure  is chosen to match a steady-state 
work effort of households of 0.3; the labor supply elasticity, , follows from Christiano et al. (2005). 
The monetary policy rule is calibrated with conventional values adopted in the literature. In particular, 

 and . As for the exogenous perturbations, we assume that each type of 
shock follows the same AR(1) stochastic process:  with , where A 
identifies the technology shock,  the shock to the bank leverage ratio,  the shock to the securitiza-
tion ratio, and  the monetary policy shock. We set the persis-
tence term  and the error term’s standard deviation 

. As for the banking sector, the survival rate of bankers 
 adopts the value set by Gertler and Karadi (2011). 

Following Meh and Moran (2015), the parameter  is set to 
1.01, which indicates that capital redeployed generates just 
enough excess return to be valuable. The probability of the 
outside investment opportunity to occur is kept to  in 
the analysis. The leverage ratio  is set to 5.0 in the baseline 
exercises, but we also explore the interval . As for 
the securitization ratio, we set to  in most scenarios, 
but we also experiment for values in the interval  
to examine the effects of loosening this regulatory tool. The 
range of values chosen for the leverage ratio and the securiti-
zation ratio is the state-space in which the model’s equilib-
rium determinacy is ensured in all the scenarios we examine. 
Table 6.1 summarize the parameterization.

6.2 IMPULSE RESPONSE FUNCTIONS

We consider a technology shock as the benchmark to de-
scribe the main transmission mechanism at work in the 
model. In response to a positive technology shock, both small 
and large firms would like to produce more and increase their 
demand for loans. In the absence of regulatory constraints 
on the leverage ratio, commercial banks would accommodate 

Table 6.1:

Parameterization

αL Output elasticity of capital for large firms 0.45
αS Output elasticity of capital for small firms 0.25
α Average output elasticity of capital 0.33
β Subjective discount factor of households 0.99
h Habit in household consumption 0.6
δ Depreciation rate of capital 0.025
γs Elasticity of intermediate input to large firm output 0.22
ϗ Securitization ratio [0.5,1]
κB Leverage ratio [5,7]
νL Large firms entrepreneurs exit rate 0.95
μ Shadow intermediaries monitoring cost 0.12
ρr Persistence term of the Taylor rule 0.69
Φπ Response of interest rate to inflation 1.35
Φr Response of nominal interest rate to output growth 0.26
σj Standard deviation of the j-th type of shock 1
θp Price stickiness 0.75
η Labor supply elasticity 1
ψL Parameter governing financial accelerator for large firms 0.05
ϵ Elasticity of substitution 10
κ i Investment-adjustment cost parameter 1.5
ω Share of SMEs 0.95
λ Return outside investment opportunity 1.01
l Probability of outside investment opportunity 0.25
τB Survival probability of commercial bankers 0.95

Source: Parameterization details in subsection 6.1 
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this higher demand and increase their exposure towards small firms. The obligation to comply with 
leverage regulation, instead, forces banks to raise own capital in order to increase loan supply, setting 
the stage for regulatory arbitrage. To allow faster capital accumulation after the shock, banks increase 
the intensity at which they screen projects to limit capital disruption stemming from risky and potential 
non-performing loans. This raises the probability success of the projects, which has a direct, positive 
effect on the price of asset-backed securities. In contrast, the latter depends negatively on the gross 
interest rate on shadow intermediaries’ deposits, which increases after the technology shock. Since the 
increase of the interest rate on shadow intermediaries’ deposits dominates the increase of , the price 
of asset-backed securities falls. It is important to stress that the fall of the price of securitized loans on 
the secondary market reflects the higher opportunity cost that banks incur when liquidating loans after 
having increased the intensity of costly screening efforts. The possibility opened by the secondary mar-

ket for loans, thus allows banks 
to redeploy capital, to accumulate 
net worth, and to increase loans. 
It is worthwhile noting that this 
channel, although active, exerts a 
limited force due to the securitiza-
tion cap. The cap limits the ability 
of commercial banks to securitize 
loans on the secondary market and 
attenuates the severity of the regu-
latory arbitrage externality.

To obtain a quantification of the ef-
fectiveness of the macroprudential 
policy tools, we study the effects of 
different policy regimes on output 
volatility and welfare. To this end, 
we first compute output volatility 
for each combination of the param-
eters representing the two macro-
prudential policy tools (i.e., caps to 
the leverage ratio and the securiti-
zation ratio). 

Fig. 6.2 reports the results graphi-
cally over the state-space parame-
terization that ensures equilibrium 
determinacy. As can be observed, 
loosening both macroprudential 
policy tools simultaneously dra-
matically increases the volatility of 
output, while the effect is weaker 
when banking leverage is high con-
ditional on a moderate securitiza-
tion activity, or vice-versa. When the 
banking sector is highly leveraged 
in a context of a loose securitiza-
tion regulation, a macroprudential 
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Figure 6.1
Impulse response functions of selected key macroeconomic variables
conditional on the realization of a favorable technologic shockXx
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4regulator may successfully induce macroeconomic stabilization by tightening both banking leverage 
and securitization. The positive analysis conducted so far and reported in Fig. 6.2 suggests that loosen-
ing only the leverage ratio while keeping the securitization ratio tight might be preferable than the other 
way round. This is particularly true if the objective of the regulator is to safeguard financial stability, as 
the marginal decrease in output volatility implied by loosening leverage is greater than the marginal 
decrease of output volatility implied by a proportional loosening of the securitization ratio.

To assess this issue from a normative point of view, we conduct welfare analysis in the spirit of Uribe 
(2004). For this purpose, we define social welfare as:

   (10)

 is the households felicity function and β is their subjective discount factor. We then solve 
the model by performing a second order approximation around the non-stochastic steady state. We 
are interested in the conditional expectation of welfare, that is, the conditional expectation of lifetime 
utility computed as the infinite discounted sum of per period utilities. As in Uribe (2004), we choose to 
compute expected welfare conditional on the initial state being the non-stochastic steady state in or-
der to ensure that the economy begins from the same initial point under all possible policies. The set 
of macroprudential policies in our framework can be defined as the pair of parameters governing the 
leverage ratio and securitization ratio. Formally, such policies are defined as , with  and 

 indexing each policy parameters respectively. Therefore, our approach consists of evaluating  of 
each pair  of the policy. 

The result of this welfare exercise 
is reported in Fig. 6.3, which shows 
that reducing leverage in the tradi-
tional banking sector while curbing 
securitization is generally welfare 
improving. 

7. CONCLUSIONS

The recent financial crisis and the 
subsequent Great Recession have 
changed the way economists think 
about the importance of the shad-
ow financial system and its inter-
action with the rest of the real and 
financial sector. Only recently have 
standard DSGE models started to 
incorporate a fully-fledged finan-
cial sector with banks assumed to 
be the only financial intermediary. 

In this paper, we take a step for-
ward by bringing shadow finan-
cial intermediaries into a standard 
New Keynesian DSGE model. The 
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objective is to study the pass-through of shocks between the real sector and the financial sector within a 
heterogeneous agent model economy in which small and large firms are vertically linked in a production 
chain. Small firms’ risky projects are financed by commercial banks, whose behavior may be subject to 
moral hazard that induces them to securitize loans and sell them to shadow intermediaries upon the ar-
rival of a more profitable investment alternative. Large firms’ projects are financed by shadow interme-
diaries, which also provide interbank credit to commercial banks. In our framework, macroprudential 
policy is imposed both as a limit to the leverage ratio in the traditional banking sector and as a cap to 
the fraction of loans that can be securitized. The adopted normative analysis suggests that loosening the 
limits on securitization and to leverage ratio in the banking sector may be harmful for financial stability 
as it dramatically increases the size of output volatility. The welfare analysis confirms that containing 
leverage and securitization ensures a lower decline in welfare following a technology shock. 

The first key result of this study is that macroprudential policy helps to reduce the severity of the moral 
hazard problem by inducing banks to increase the screening intensity of the projects they finance. The 
possibility of securitization helps to limit the restriction of credit potentially available to small firms 
resulting from tight regulation. As shown by the banking capital accumulation equation, in fact, higher 
securitization increases bank capital and therefore the potential availability of credit supply to small 
firms. Moreover, securitization allows the pass-through of risks related to potentially non-performing 
loans from the traditional banking sector to shadow intermediaries, that are generally more specialized 
in the management of risky assets.

However, if the moral hazard problem is very severe, resorting to securitization may ultimately result in a 
worsening of aggregate volatility due to feedback effects that are in place through the shadow financial in-
termediation system. The volatility can subsequently impact the real economy through the financing chan-

nel of large firms. Shadow interme-
diaries, in fact, are interconnected 
both with the banking sector and 
with the productive sector, as they 
provide credit both to commercial 
banks and to large firms. The trans-
fer of risk from traditional banks to 
shadow intermediaries, that might 
be beneficial at a first glance, feeds 
back into the former sector through 
the interbank market and into the 
productive sector through corpo-
rate loans, making the effects of se-
curitization complex. 

As shown by the impulse responses 
to a financial shock, an increase in 
the probability of banks to receive 
a better outside investment oppor-
tunity and, thus, a worsening of the 
moral hazard problem leads to a 
drop in the screening intensity, bank 
net worth, investment and output. 
A regulator might help to smooth 
business cycle amplification and 
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4improve social welfare by implementing a set of macroprudential policy tools as a macroeconomic sta-
bilization policy, whose simultaneity may be powerful. In particular, our results find that both macropru-
dential policy tools are effective in smoothing business cycle volatility and increaseing welfare following 
the shock. On the contrary, the simultaneous loosening of both limits undermines financial stability. 
Despite the potential benefits of securitization, especially in directing resources towards more efficient 
allocation, they come at the cost of higher volatility when the banking sector is already highly leveraged. 
In these situations, tighter securitization caps together with limits to leverage ratio should be activated.
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42.  BOOK VALUE FOR A SSESSING SYSTEMIC RISK: LUXEMBOURG 
EMPIRICAL E VALUATION 

Xisong Jin70

ABSTRACT

In order to efficiently capture the contribution to the aggregated systemic risk of each financial institution 
arising from various important balance-sheet items, this study proposes a comprehensive approach of 
“Mark-to-Systemic-Risk” to integrate book value data of Luxembourg financial institutions into systemic risk 
measures. It first characterizes systemic risks and risk spillovers in equity returns for 33 Luxembourg banks, 
30 European banking groups, and 232 investment funds. The forward-looking systemic risk measures in-
cluding CoES, Shapley- CoES, and SRISK are estimated by using a large-scale dynamic grouped t-copula, 
and their common components are determined by the generalized dynamic factor model. Several important 
facts are documented during 2009-2016: (1) Measured by CoES of equity returns, Luxembourg banks were 
more sensitive to the adverse events from investment funds compared to European banking groups, and 
investment funds were more sensitive to the adverse events from banking groups than from Luxembourg 
banks. (2) Ranked by Shapley- CoES values, money market funds had the highest marginal contribution to 
the total risk of Luxembourg banks while equity funds exhibited the least share of the risk, and the systemic 
risk contribution of bond funds, mixed funds and hedge funds became more important toward the end of 2016. 
(3) The macroeconomic determinants of the aggregate systemic risk of banking groups, Luxembourg banks 
and investment funds, and the marginal contributions from 15 countries to the aggregate systemic risk of 
Luxemburg banks and their parent banking groups are all different.  

1 INTRODUCTION

Since the Global Financial Crisis, both academics and regulators have been stepping up their efforts to im-
prove the tools and models used in the field of macroprudential analysis, and especially to develop meas-
ures of systemic risk. Most of the existing methodologies are based on market data such as stocks, bonds 
and derivatives which allow tracking systemic risk in a very timely manner. However, market data is not 
always available because a significant number of credit institutions are not publicly listed and only report 
balance sheet data. Credit risk indicators that rely on mark-to-market accounting rules can be constrained 
by construction to a few main balance sheet items. Hence it is possible that the slow accumulation of vul-
nerabilities on different balance sheet items may not be detected by the authorities in a timely manner.

Each individual balance-sheet item contributes towards the aggregate financial statement of the broad-
er financial system. Hence, a systemic risk measure constructed from individual balance sheet items 
could potentially help identify individual contributions to the overall degree of systemic risk in the finan-
cial sector. The level of systemic risk can be estimated based on the broader set of balance-sheet items 
by including the vast sub-heading items such as current assets, fixed assets, current liabilities, and 
long-term liabilities. Indeed, similar to the idea of the Mark-to-Market accounting rule, each balance-
sheet item can be marked to the level of systemic risk by simultaneously considering the same balance 
sheet items across all financial institutions in the system. The so-called “Mark-to-Systemic-Risk” ap-
proach can provide an analysis of a financial institution’s risk position in relation to each balance-sheet 
item. In fact, several risk metrics such as the Value at Risk and the Expected Shortfall can be applied 
directly to individual balance-sheet items.

70 Financial Stability Department, Banque centrale du Luxembourg. This contribution is a shortened version of BCL Working 
paper n°118. The conclusions may not be shared by policymakers in the BCL or the Eurosystem.
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To demonstrate how the “Mark-to-Systemic-Risk” concept can be applied in practice, this paper first 
examines the book value equity for Luxembourg banks and investment funds. European banking groups 
with market data are also added for comparison. It characterizes systemic risks and risk spillovers 
for the period of 2003-2016. A large-scale dynamic grouped t-copula approach, which is appropriate 
to track a time-varying high dimensional distribution, is proposed to estimate several systemic risk 
measures for the balance-sheet items for each financial institution in the system. The systemic risk 
measures considered in this study include Exposure Co-expected Shortfall ( CoES) defined by Adrian 
and Brunnermeier (2011), Shapley- CoES described in at Drehmann and Tarashev (2013), and Systemic 
Risk of Expected Capital Shortage (SRISK) developed by Brownlees and Engle (2017). In order to deal 
with procyclicality in the financial system’s activities, the adopted framework is also completed by link-
ing the measures of systemic risk in the financial sector with a large set of macrofinancial variables.

Several important facts are documented in this study for the period spanning 2009-2016. First, Lux-
embourg banks were determined to be more sensitive to the adverse events from investment funds 
compared to European banking groups. Second, investment funds were found to be more sensitive to 
the adverse events from banking groups than from Luxembourg banks. Third, money market funds had 
the highest marginal contribution to the total risk of Luxembourg banks while equity funds had the least 
contribution. Bond funds, mixed funds and hedge funds only became more important in their contribu-
tion to total risk toward the end of 2016. In addition, the macroeconomic determinants of the aggregate 
systemic risk of banking groups, Luxembourg banks and investment funds, and the marginal contri-
butions from 15 countries to the aggregate systemic risk of Luxemburg banks and European banking 
groups are all different. In view of these results, the framework might provide a valuable addition to the 
traditional toolkit for assessing time varying risks to the stability of the financial system. 

The remainder of the study is organized as follows. Section 2 briefly introduces the integrated modeling 
framework, and explains the methodological and statistical approaches used to estimate systemic risk. 
Section 3 discusses the data, describes the empirical measures of financial systemic risk, and examines the 
empirical results. Section 4 concludes and discusses the potential macro-prudential policy implications. 

2 DYNAMIC MODELS OF SYSTEMIC RISK

This study proposes the dynamic copula approach to estimate the CoES defined by Adrian and 
Brunner meier (2011) and aggregate SRISK introduced by Brownlees and Engle (2017) to measure 
systemic risk emanating from the balance-sheet items for each financial institution in the system. The 
approach also uses the Shapley value rule to assign the systemic risk contribution to each institution. 
In order to deal with the procyclicality of the financial system’s activities and markets’ poor assessment 
of systemic risk over time, the approach in this paper is completed by linking the measures of systemic 
risk in the financial sector with a large set of macrofinancial variables using the two-sided generalized 
dynamic factor model (GDFM) of Forni et al. (2000).

3 MULTI-CONDITIONAL EXPECTED SHORTFALL

Adrian and Brunnermeier (2011) defined the conditional expected shortfall  as expected 
shortfall (ES) of the financial system at confidence level  conditional on some events of institution  
at time . Thus  denotes the difference between the ES of the financial system conditional 
on financial institution  being in a tail event and the ES of the financial system conditional on financial 
institution  being in a normal state. However, this pairwise model between the financial system and fi-
nancial institution  might ignore the fact that several financial institutions could be in financial distress 
at the same time during a financial crisis. In order to measure the diverse scenarios resulting from the 
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4risk spillover effects among financial institutions during a financial crisis in this paper, the Multi-CoES 
is defined similar to Cao (2014):

where  is the return of institution  at time t, and  is the VaR of the financial system return 
 at confidence level  conditional on some event  of a set of institutions  

at time . The negative sign is needed because VaR and ES are usually defined as a positive number. The 
contribution of the set of institutions  to the risk in the financial system is denoted by:

Therefore,  denotes the difference between the CoES of the financial system conditional on 
a set of institutions  being in a tail event and the CoES of the financial system conditional on the set 
of institutions  being in a normal state.  

The principles of multi-CoES are quite similar to those of standard CoES. However, the multi-CoES has 
three advantages. First, it allows for calculating the total contribution of systemic risk in the financial 
system which can be attributed to each financial institution via an allocation rule. Secondly, it allows 
for calculating the marginal contribution of financial institution  to the risk in the financial system for 
a given set of institutions  already in distress. Finally, the multi-CoES can provide the systemic risk 
contribution of different groups of institutions which could be potentially useful for regulators. 

2.2 THE DYNAMIC CONDITIONAL T-COPULA

Adrian and Brunnermeier (2011) use quantile regressions to estimate the time-varying CoVaR. This ap-
proach reduces the high dimensional model to a set of state variables and, as a result, the robustness of 
CoVaR also depends on the selected state variables. In order to avoid having to decide which state vari-
ables should be selected, Cao (2014) proposes a multi-t distribution with volatility modeled by TGARCH, 
and correlation modeled by DCC. However, the modeling of the dynamic multivariate distribution is of 
crucial importance, and any misspecification of the marginal distributions can lead to important biases 
in the dependence measure estimation. Correlation modeled by DCC is still linear correlation depend-
ing on both the marginal distributions and the copula, and is not considered to be a robust measure as 
a single observation can have an disproportionally strong impact. 

The copulas provide a robust method of consistent estimation for dependence and are also very flexible 
(see e.g., Patton (2012) for a review). In light of the recent advancements in multivariate GARCH tech-
niques for a large number of underlying securities, in this study, the DCC framework is extended to the 
Dynamic t-Copula and the Dynamic Grouped t-Copula which are good candidates that are especially 
tractable for high dimensions. The dynamic conditional t-copula is defined as follows: 

where  for  and  are the standardized residuals from the marginal 
dynamics, for example, AR(p)-GARCH(1,1) process. Misspecification of the marginal distributions can 
lead to significant biases in the estimation of dependence. In order to allow for flexible marginal distri-
butions, this study does not specify marginal distributions, rather it adopts a semi-parametric form for 
the marginal distributions  (see McNeil (1999) and McNeil and Frey (2000) for more details).  is 



132 B A N Q U E  C E N T R A L E  D U  L U X E M B O U R G

the copula correlation matrix, and  is the degree of freedom.  denotes the inverse of the  cu-
mulative distribution function.  and  can be assumed to be constant, or a dynamic process through 
time. The simplest copula correlation dynamics considered in this study is the symmetric scalar model 
where the entire copula correlation matrix is driven by two parameters as in Engle (2002):

Where  is the auxiliary matrix driv-
ing the copula correlation dynamics, the nuisance parameters  with sample analog 

, so that  is a matrix of copula correlations  with ones on the diagonal, and 
.

In risk management, the tail dependence is very important. For the standard t-copula, the assump-
tion of one global degree of freedom parameter may be over-simplistic and too restrictive for a large 
portfolio. Empirically, with more assets, the estimated degrees of freedom could easily become very 
large. As in a block correlation dynamic model, different degrees of freedom for different groups can 
be assumed, for example, corresponding to industries or ratings.

Consider now the following model. Let , where  is an arbitrary linear correlation matrix, 
be independent of , a random variable uniformly distributed on (0, 1). Furthermore, let  denote the 
distribution function of . Partition  into m subsets of sizes . Let  
for . If

then the random vector  has an -dimensional t-distribution with degrees of freedom 
and, for  has an -dimensional t-distribution with 

 degrees of freedom. The grouped t-copula is described in more detail in Daul et al. (2003). 

For the calibration of, and simulation from, the grouped t-copula, there is no need for an ex-
plicit copula expression. The calibration of this model is identical to that of the t-distribution ex-
cept that the ML-estimation of the m degrees of freedom parameters has to be performed 
separately on each of the m risk factor subgroups. Given that the correlation between the Gauss-
ian copula correlation  and a t-copula correlation  
is almost equal to one,   can be well approximated by the  from the dynamic Gauss-
ian Copula. The dynamic multivariate Gaussian copula is defined similarly to the t-copula as fol-
lows: . The copula cor-
relation dynamics are also driven by the two parameters listed above for the t-copula. However, 

. In the dynamic grouped t-copula application, a two-step algorithm is adopted 
for convenience, which means  is first estimated from the dynamic Gaussian copula, and then 
degrees of freedom  are recovered for each group from the grouped t-copula with  fixed from 
the first step. While the quasi-likelihood function for dynamic Gaussian copula could be computed, in 
high dimensions convergence is not guaranteed and sometimes it fails or is sensitive to the starting 
values. To avoid the intrinsic biases in the usual likelihood estimator when the cross-section is large, 
in this study, the dynamic Gaussian copula is estimated by maximizing the composite likelihood pro-
posed by Engle, Shephard and Sheppard (2008).

Using conditional dynamic copulas, it is relatively easy to construct and simulate multivariate dis-
tributions built on marginal distributions and a dependence structure. The GARCH-like dynamics in 
both variance and copula correlation offers multi-step-ahead predictions of a portfolio’s returns si-
multaneously. In this study, the one-step-ahead simulation is explored. The CoES and CoES can be 
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can also be obtained by simulating multi-periods ahead in a similar way. 

2.3 SHAPLEY VALUE METHODOLOGY

In this paper, the Shapley value methodology is employed as an allocation rule to assign a systemic 
risk contribution to each institution in the financial system. Since systemic risk can be distributed 
among financial institutions fairly, the additivity or efficiency property of Shapley values has a big 
advantage for macro-prudential policy. An introduction to Shapley values is presented in Drehmann 
and Tarashev (2013) and Cao (2014). The Shapley value of CoES can be defined as:

where CoES is the “characteristic function” considered, and n is the total number of financial insti-
tutions and the sum extends over all subsets  of  not containing financial institution . This formula 
can be interpreted as the expected marginal contribution of financial institution  over the set of all 
permutations of the set of financial institutions.

2.4 THE EXPECTED CAPITAL SHORTAGE

The expected capital shortage introduced by Brownlees and Engle (2017) can also be simulated in 
the framework of dynamic conditional grouped t-copula. Consider a panel of financial institutions 
indexed by  observed at times . For each financial institution,  and  de-
note respectively the book value of its debt and the market or book value of its equity. Assuming that 
prudential management would restrict each institution to maintain equity as a fraction  of its total 
assets, the expected capital shortage can be defined as:

where  is the tail expectation of 
the firm equity returns conditional on the systemic event expressed by  at  
of the conditional probability distribution of , and the return of total equity is denoted as the 
log return. The aggregated systemic risk of expected capital shortage – SRISK described by Brown-
lees and Engle (2017) in the financial system is

SRISK is a function of a firm’s size, leverage, and its expected equity loss given a market downturn. It 
can be thought of as the total amount of capital that the government would have to provide to bailout 
the financial system in the event of a crisis. Clearly  depends on modeling a 
dynamic distribution. Brownlees and Engle (2017) propose several models only for a bivariate dis-
tribution. In this paper, the dynamic high-dimensional multivariate distribution modeled by the time 
varying grouped t-copula provides a more flexible way to assess the aggregated systemic risk of 
expected capital shortage under multiple adverse scenarios.

2.5 THE GENERALIZED DYNAMIC FACTOR MODEL ANALYSIS

Following Jin and Nadal De Simone (2012), this paper uses the two-sided GDFM of Forni et al. (2000) 
to examine total asset and equity emanating from the macro environment and from banks’ and 
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investment funds’ interconnectedness. The GDFM of Forni et al. (2000 & 2005) enables the efficient 
estimation of the common and idiosyncratic components of very large data sets. The GDFM assumes 
that each time series in a large data set is composed of two sets of unobserved components. First, 
the common components are driven by a small number of shocks that are common to the entire panel 
- each time series, has its own loading associated with the shocks. Second, the idiosyncratic compo-
nents are specific to a particular variable and linearly orthogonal with the past, present, and future 
values of the common shocks. The common component of assets or equity values is best interpreted 
as the result of the underlying unobserved systemic risk process, and it is thus expected that it will 
be relatively persistent. The idiosyncratic component instead reflects local aspects of total assets 
or equity that are transient especially in the short term. However, it is far from negligible. This part 
of the integrated framework, therefore, links the dynamic behaviour of total assets or equity and the 
derived systemic risk measures to the evolution of the market as described by the macro-financial 
information matrix.

3 ECONOMIC APPLICATION

In this section, the different data sets of European banking groups, Luxembourg banks and invest-
ment funds are described, and the univariate model is briefly discussed. The proposed condition-
al dynamic grouped t-copula is applied to total equity returns and their corresponding common 
components estimated from the GDFM. Subsequently, several empirical measures of systemic risk 
are estimated, and the risk spillovers between banking groups, Luxembourg banks and invest-
ment funds are fully explored.  Finally, the potential macroeconomic drivers of aggregate SRISK are 
investigated. 

3.1 DATA

This study is applied to 30 major European banking groups, their respective 31 subsidiaries active in 
Luxembourg, two domestic Luxembourg banks, as well as 232 investment funds. All seven types of 
investment funds reported by national central banks of the Eurosystem to the ECB (Equity Funds, Bond 
Funds, Mixed Funds, Real Estate Funds, Hedge Funds, Other Funds and Money Market Funds) are also 
included in the analysis. The database contains quarterly balance sheet information from March 2003 
to December 2016 for Luxembourg banks. However, for investment funds, the data is only available for 
the period from December 2008 to December 2016. All the Luxembourg banks and investment funds 
considered are unlisted, so quarterly book value data from the Banque centrale du Luxembourg’s da-
tabase are used. The 31 subsidiaries registered in Luxembourg represent about 55% of the total assets 
of the Luxembourg banking sector. When the two domestic Luxembourg banks are added to the list, the 
database represents nearly 62% of the total assets of the Luxembourg banking sector. Out of almost 
4000 investment funds, the 232 investment funds selected by the rank-size distribution represent about 
74% of the total assets of the Luxembourg investment fund sector.

For banks and investment funds, the book value equity is the difference between total assets and total 
liabilities. For European banking groups, stock prices, short-term borrowing including securities sold 
under repo agreement, long-term debt, and current number of shares outstanding are downloaded 
from Bloomberg; and the bank’s asset values are estimated by the Merton model. The macroeconomic 
database used for the GDFM consists of government bond yields, stock price indices, industrial produc-
tion, employment, GDP, consumer prices, housing prices, exchange rates, liquidity spreads, loans to 
households, loans to non-financial corporations, etc. from Bloomberg, DataStream, the BIS, Eurostat, 
and the ECB. The database comprises 234 series including three measures of the credit-to-GDP gap 
for the euro area, the UK and the US.
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4Figure 1 provides visual insights into the boom and bust of the financial sector. The figure shows the 
cumulative quarterly returns at median and interquartile range for each sector in the period of 2003-
2016 and 2009-2016 respectively. The right panels in Figure 1 present the results of their corresponding 
common components. Between July 2005 and June 2007 the banking groups had steep growth, and 
starting from July 2007 their cumulative returns fell dramatically, hit the bottom at the beginning of 
2009 and started a slow recovery that was interrupted by the European crisis in 2012 and Chinese stock 
market turbulence in 2015-16. However the interquartile range of cumulative returns of Luxembourg 
banks climbed up slowly until the end of 2009, and remained flatter and more dispersed later. In the 
short period from 2009, the performance of Luxembourg banks was muted with only marginal growth 
at the end of 2014. In contrast, Luxembourg investment funds had recorded a steady growth of total 
equities in the interquartile range over the whole sample period. 

3.2 IN-SAMPLE ANALYSIS

To model the dynamic systemic risk, and to match to the monthly data of European banking groups 
and macroeconomic variables, the quarterly book-value data are converted to monthly frequency by 
cubic spline interpolation. An autoregressive model of order six, AR(6) is used to capture the return 
dependence over two quarters, a simple GARCH(1,1) model is employed to capture the second moment 
dependence for each financial institution, and a dynamic conditional grouped t-copula is used to model 
the dependence of these marginal distributions of all standardized residuals. The advantage of the 
composite likelihood approach is that the longest time span for each institution-pair can be used when 
estimating the model parameters, thus making the best possible use of a cross-section of data time 
series of unequal length. 

Figure 2 shows the volatilities of equity returns at median and interquartile range for each sector in the 
two periods. The quarterly volatilities are aggregated by summing up the monthly volatilities in each 
quarter. The profiles of volatilities all look similar though at different scales. It suggests that the book-
value equity obtained via the fair value or mark-to-market accounting rule reflects underlying market 
events. The volatilities of Luxembourg banks were more dispersed, mainly driven by their idiosyncratic 
components, while the common components for investment funds were more volatile, and the volatili-
ties of investment funds have declined slowly since 2010.

Figure 3 shows the copula correlation of equity returns at median and interquartile range between 
these three sectors in the two periods. The copula correlations within a given sector ranked about 0.4 
for banking groups, 0.2 for investment funds with a wider dispersion, and 0.1 for Luxembourg banks. 
However, the copula correlations across sectors were around zero except for those around 0.1 between 
banking groups and investment funds which is consistent with the unconditional correlations.

3.3 FORWARD-LOOKING ES AND COES 

In order to fully examine the forward-looking measures of systemic risk through time, the parameters 
of the AR(6)-Garch(1,1), grouped t-copula and marginal semi-parametric form are all fixed as those 
estimated from the full sample, then all equity returns are simulated one-step-ahead. The measures 
of systemic risk constructed in this semi-forward-looking way still predict future, rather than contem-
poraneous events.

Figure 4 depicts the quarterly ES at  = 0.05 of equity returns at the median and interquartile range for 
these three sectors in the two periods. ES values for banking groups were higher around 25% on aver-
age and followed market events closely; however for Luxembourg banks, ES values were more volatile 
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around 4% with the 25% quantile above zero, and reflected their important idiosyncratic components. In 
contrast, the ES values for investment funds were a little lower around 2% and matched well with the 
European sovereign debt crisis and Chinese market turmoil.

In order to better understand the risk spillovers of equity returns across these three sectors, Table 1 
outlines the key descriptive statistics of forward-looking CoES of the value-weighted portfolios of 
three sectors conditional on events of each institution from these sectors for the period from December 
2009 to December 2016. The ranking of risk transmission is based on the range of Quantile 75% - Max 
which is the most important range for systemic risk monitoring. For instance, ranking by the median 
of Max of CoES from top to bottom gives the following: banking groups (11.34%), investment funds 
(9.98%), Luxembourg banks (7.03%) for the portfolio of banking groups; Luxembourg banks (2.39%), 
investment funds (1.76%), banking groups (0.86%) for the portfolio of Luxembourg banks; investment 
funds (4.97%), banking groups (3.09%), Luxembourg banks (2.51%) for the portfolio of investment funds. 
The results are the same if based on other descriptive statistics and those of common components. 
It suggests that in equity returns, the expected loss of Luxembourg banks was more sensitive to the 
adverse events from investment funds than from banking groups, and the expected loss of investment 
funds (banking groups) was more sensitive to the adverse events from banking groups (investment 
funds) than from Luxembourg banks.

3.4 FORWARD-LOOKING SHAPLEY- COES

Table 2 provides the summary statistics of the estimated forward-looking Shapley- CoES series and 
standard- CoES series for Luxembourg’s banking sector conditional on simultaneous distress in sev-
eral panels of six Luxembourg’s O-SIIs, four parent European G-SIBs, and 6 investment fund categories 
respectively during 2009-2016. The total risk, obtained by summing the marginal contribution of each 
constituent, gives the overall systemic risk contribution to the system when all constituents in the 
considered panel are in distress. The Shapley- CoES of each constituent presents its own expected 
marginal contribution to the total risk which equals the sum of the Shapley values of each component 
of the system. Thus the total systemic risk can be attributed among constituents precisely. This addi-
tive property is desirable since it may help to facilitate the calibration of macro-prudential tools at the 
component level. The G-SIBs and O-SIIs can be ranked by their Shapley- CoES values. For example, 
on average over this period, among the four G-SIBs (the six O-SIIs), the highest marginal systemic 
risk contribution was from BG A (Lux E), whereas, based on their common components of Shapley-
CoES, it was from BG C (Lux D). The standard- CoES measure is calculated on the adverse events of 
the considered institution independently from others. Thus the sum of the standard- CoES measure 
is different from the total systemic risk in case of the simultaneous distress of all constituents in the 
considered panel. Actually it was larger than the total risk in the panel of O-SIIs, and was smaller than 
the total risk in the panel of G-SIBs. This is because the correlations between O-SIIs were much smaller 
than those between G-SIBs in this period. If the authorities access the systemic risk based solely on 
standard CoES, they might penalize the economy without gauging the potential contagion that an in-
dividual institution contributes to the financial system. 

In the previous section, the analysis of CoES of Luxembourg banks is only conditional on individual 
investment funds. Here the estimation of Shapley- CoES values of these six investment fund catego-
ries can further help to rank their marginal contributions to the total risk of the Luxembourg banking 
sector by the fair and efficient allocation rule of Shapley values in mean or median. From highest to 
lowest, they are ranked as follows: MM Funds, RE Funds, Bond Funds, Mixed Funds, Hedge Funds, and 
Equity Funds. In contrast, according to their common components, the ranking from top to bottom is: 
MM Funds, RE Funds, Mixed Funds, Bond Funds, Equity funds and Hedge Funds. It suggests that the 
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4idiosyncratic portion of the marginal contributions to total risk for some categories played an important 
role during this period. Furthermore, the marginal contribution to the total risk from bond funds, mixed 
funds and hedge funds became more important in 2016 given the persistent low interest rate environ-
ment in the euro area71.

3.5 FORWARD-LOOKING SRISK AND ITS ECONOMIC DETERMINANTS

In this section, the aggregate SRISK for all three sectors is explored at several difference levels, 
k (prudential ratios), and then the marginal effects from the market indices of 15 countries are examined. 
Finally, the macroeconomic determinants of the aggregate SRISK are fully assessed.

3.5.1 FORWARD-LOOKING SRISK

Figure 5 depicts the aggregate SRISK for 32 Luxembourg banks and 30 banking groups and 232 invest-
ment funds in the two periods. The SRISK series is computed using k = 8%, 12%, 22% and 33% respec-
tively for both Luxembourg banks and banking groups. The profile of SRISK values for banking groups 
were mainly driven by the global financial crisis of 2007-2009 and the European crisis around 2012. As 
for the SRISK of Luxembourg banks, the series increased starting in 2004, and has maintained a higher 
level since the middle of 2005 and peaked around 2007-2008. It declined quickly from the middle of 
2008, a half year before the decline of the banking groups. It became more sustained since the middle 
of 2010, and got down to a level lower than 2004, even without the dramatic impacts from the European 
sovereign debt crisis around 2012. In addition, considering the marginal contributions from 15 counties 
to the aggregate SRISK of Luxembourg banks and their parent banking groups in the period of 2009-
201672, France and Italy mattered most for banking groups. However, Luxembourg banks were more 
vulnerable to the systemic risk events from Luxembourg, the Netherlands, the United States, Denmark, 
and the United Kingdom. This result suggests that the aggregate SRISK of Luxembourg banks was af-
fected differently by country compared with those of banking groups.

Out of all monthly data points from the 232 investment funds73, at least 98.3% (90%) have a fraction of 
equity over total assets more than 0.6 (0.9). In contrast, for these 33 Luxembourg banks, 97.4% of all 
data points have a fraction of equity over their total assets less than 0.33. The aggregate SRISKs for 
investment funds at k = 60%, 70%, 80%, and 90% are also explored. The values were very volatile with 
a long-term uptrend roughly until the middle of 2015, illustrating the important potential build-up of 
vulnerabilities in the investment fund sector.

3.5.2 FORWARD-LOOKING SRISK’S ECONOMIC DETERMINANTS

In an effort to better understand the forward-looking SRISK measure discussed in this paper, linear re-
gressions of SRISK measures on various macroeconomic determinants were investigated for banking 

71 This figure is not shown here to save space.

72 This table is not shown here to save space.

73 In Luxembourg, UCITS and non-UCITS are regulated by a set of national laws that have implemented the European Com-
mission’s UCITS IV Directive, the Sicar Law (Luxembourg, 2004), the Specialized Investment Funds Law (Luxembourg, 2007, 
2010), and the 2013 Law that implemented the European Commission’s Alternative Investment Fund Managers Directive 
(AIFMD). This regulatory framework is a comprehensive set of rules regarding the type of investors who can access different 
types of investment funds, the eligible investments, investment restrictions, the asset valuation approach and its frequency, 
funds’ permitted leverage and exposure. In accordance with article 11 (2), article 28 (1) b) of the Law of 20 December 2002 
relating to Undertakings for Collective Investment (as amended) - (“the Law”), a UCITS may borrow up to 10% of its NAV on 
a temporary basis (i.e. on a non-revolving basis) to meet redemptions. For non-UCITS funds which are to be sold to retail 
investors, total borrowing for investment purposes must not exceed 25 per cent of net assets.
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groups, Luxembourg banks in the longer period, and all three sectors in the shorter period. The se-
lected macroeconomic variables include the obvious measures of risk in the equity and CDS markets, 
government term structures and a number of macro variables which are reasonable additional metrics 
of the state of the economy, as well as a measure of liquidity risk. More precisely the set of euro area 
explanatory variables considered consists of the following variables: the log of GDP in current prices, 
the log of HICP all-items, the log of unemployment rates, consumer confidence indicator, three-month 
short-term interest rates, interest rate spread (10YR interest rates - 3M interest rates), liquidity spread 
(3M Euribor rates - 3M Germany T-bill rates)74, the log of property prices, the log of loans to households, 
the log of loans to non-financial corporations, the log of market price index, the log of bank price index, 
the log of bank sector CDS index, the log of VSTOXX volatility index, the log of commodity S&P GSCI 
energy index, the log of Japanese yen, and the log of US dollar.

In order to avoid spurious regression results, the analyses were performed using short-term devia-
tions and first differences. The short-term deviation is defined as the difference between a variable and 
its long-run trend extracted by Baxter-King filter.75 The first difference of a variable also includes the 
change in its long-run trend. Running the regressions in short-term deviations enables us to track the 
short-term effects along their long-run trends, while running the regressions in the differences allows 
us to address the impact of persistence on our variables.  

Table 3 reports the regression results of aggregate SRISK for both 32 Luxembourg banks and 30 bank-
ing groups in the period of 2003-2016. The SRISK series is computed using k = 8% or 12% respectively. 
Regressions are run in short-term deviations and first differences with Newey-West robust standard 
errors using a Bartlett kernel. A bold coefficient value indicates significance at the 95% level, whereas 
an italic value indicates significance at the 90% level. For banking groups, the results convey that the 
most relevant determinants of SRISK in the short-term deviations for both cases were the interest rate 
spread, bank price index, commodity S&P GSCI energy index, and consumer confidence indicator with 
signs in line with economic intuition. As for the results of the first differences, the most relevant deter-
minants of SRISK were interest rate spread and market price index.

As regards Luxembourg banks, in the case of  = 0.08, the most relevant determinants of SRISK in the 
short-term deviations were market price index, bank price index, Japanese yen, liquidity spread, and 
marginally VSTOXX volatility index. In the case of  = 0.12, the most relevant determinants of SRISK were 
consumer confidence indicator, unemployment rate, loans to non-financial corporations, liquidity spread, 
commodity S&P GSCI energy index, Japanese yen, and marginally bank price index. It is interesting to 
note that without considering the long run trends, when loans to non-financial corporations were high, the 
expected capital shortage was actually low. As for the results of the first differences, the most relevant 
determinants of SRISK were interest rate spread, liquidity spread and commodity S&P GSCI energy index 
in the case of  = 0.08, and liquidity spread, commodity S&P GSCI energy index and Japanese yen in the 
case of  = 0.12. Since Luxembourg banks are liquidity suppliers to the parent institutions, the determi-
nants underlying the SRISK of Luxembourg banks might be very different from those of banking groups.

Table 3 also reports the regression results of aggregate SRISK for the investment fund sector in the 
case of  = 90% and 70% respectively in the period of 2009-2016. The results of the regression in 

74 This spread represents the European equivalent of the TED spread, which is the difference between the interest rates on 
interbank loans and on short-term government debt (“T-bills”). Market participants look at this difference as a proxy for 
short-term liquidity risk. Clearly, it cannot be excluded that the proxy also captures some credit risk, and one could even 
argue an implicit government guarantee. However, the correlation between this measure and other proxies for liquidity also 
used in the literature, such as Euribor-OIS 3M spread, is almost 94%.

75 The bandpass filter overcomes to some extent the well known drawbacks of the Hodrick-Prescott filter.
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index, and marginally VSTOXX volatility index and Japanese yen were the significant determinants in the 
case of  = 90%, whereas GDP, 3M interest rate, VSTOXX volatility index, commodity S&P GSCI energy 
index, US dollar and marginally bank price index and property price in the case of  = 70%. As for the 
results of the first difference, it is interesting to note that the most relevant determinants of SRISK were 
interest rate spread in the case of  = 0.90, and interest rate spread, US dollar, and marginally GDP and 
property prices in the case of  = 0.70. 

4 CONCLUSIONS AND POSSIBLE MACRO-PRUDENTIAL POLICY IMPLICATIONS

In this paper, the idea of “Mark-to-Systemic-Risk” is first applied to the major balance sheet items for 
both Luxembourg banks and investment funds. Their parent banking groups with market data are also 
added for comparison. This study characterizes systemic risks and risk spillovers in equity returns 
for 33 Luxembourg banks, their 30 parent banking groups and 232 investment funds in the periods of 
2003-2016 and 2009-2016 respectively. A dynamic grouped t-copula approach is proposed to estimate 
the forward-looking systemic risk measures CoES, Shapley- CoES, SRISK and CCR emanating from 
the balance-sheet items for each financial institution in the system, and the Shapley value rule is used 
to rank the systemic risk contributions from 6 Luxembourg O-SIIs, 4 parent European G-SIBs, and 6 
investment fund categories. In order to deal with the procyclicality of the financial system activities and 
markets’ generally poor assessment of systemic risk over time, the approach of this paper is also com-
pleted by linking the measures of systemic risk in the financial sector with a large set of macrofinancial 
variables using the two-sided GDFM of Forni et al. (2000). 

Among other findings, six important stylized facts are documented in this study. First, in terms of equity 
returns, investment funds performed much better than both banking groups and Luxembourg banks, 
while Luxembourg banks revealed a diminished performance in the period of 2009-2016. Second, the 
similar profiles of volatilities for banking groups, Luxembourg banks and investment funds prove that 
the book-value equities by the fair value or mark-to-market accounting rule do reflect market events in 
a timely manner. Third, the dependencies of investment funds were lower than those of banking groups, 
however, they were still higher than those of Luxembourg banks. The dependencies were higher within 
their own sectors than those between sectors, and the cross-sectional dependencies were around zero 
except for those between banking groups and investment funds. Fourth, measured by CoES of equity 
returns, Luxembourg banks were more sensitive to the adverse events from investment funds than bank-
ing groups, and investment funds were more sensitive to the adverse events from banking groups than 
from Luxembourg banks. Fifth, ranked by Shapley- CoES values, money market funds had the highest 
marginal contribution to the total risk of Luxembourg banks while equity funds shared the least, and bond 
funds, mixed funds and hedge funds became more important toward the end of 2016 given the prolonged 
low interest rate environment. Finally, the aggregate SRISK for Luxembourg banks, banking groups, and 
investment funds was fully explored. The underlying macroeconomic determinants of SRISK of the three 
sectors are different. For instance, the changes in aggregate SRISK of banking groups were mainly driven 
by the interest rate spread and market price index, however, for Luxembourg banks they were driven by 
the interest rate spread, liquidity spread and commodity S&P GSCI energy index. Additionally, as regards 
the marginal contributions to the aggregate SRISK in the period of 2009-2016, France and Italy mattered 
most for banking groups, however, Luxembourg banks were more vulnerable to systemic risk events 
from Luxembourg, the Netherlands, the United States, Denmark, and the United Kingdom.

The approach could provide a valuable addition to the traditional toolkit for assessing time varying 
risks to the stability of the financial system. It also represents a tool that can track changes in for-
ward-looking systemic risks and risk spillovers in the financial system in the context of a build-up of 
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vulnerabilities. Given that this paper’s approach explicitly links systemic risk measures with the state of 
the macroeconomy in order to determine their underlying macro factors, it helps to facilitate a more in-
formed discussion of the potential measures to address the observed vulnerabilities. In particular, the 
approach may be useful for assisting the calibration of the instruments of the macro-prudential toolkit. 

REFERENCES

Adrian, T., and Brunnermeier, M. (2011). Covar. working paper, National Bureau of Economic Research.

Brownlees, C., and Engle, R. F. (2017). Srisk: A conditional capital shortfall measure of systemic risk. 
The Review of Financial Studies 30, 1, 48-79.

Cao, Z. (2014). Multi-covar and shapley value: A systemic risk measure. Working paper, Banque 
de France.

Daul, S., Lindskog, F., ETH Zurich, R., McNeil, A., and Zurich, E. (2003). The grouped t-copula with an 
application to credit risk. Journal of Risk 16, 73-76.

Drehmann, M., and Tarashev, N. (2013). Measuring the systemic importance of interconnected banks. 
Journal of Financial Intermediation 22, 4, 586-607.

Engle, R. F. (2002). Dynamic conditional correlation: A simple class of multivariate generalized au-
toregressive conditional heteroskedasticity models. Journal of Business & Economic Statistics 20, 3, 
339-350.

Engle, R. F., Shephard, N., and Sheppard, K. (2008). Fitting vast dimensional time-varying covariance 
models. Economics Series Working Papers 403, University of Oxford, Department of Economics.

Forni, M., Hallin, M., Lippi, M., and Reichlin, L. (2000). The generalized dynamic-factor model: Identifi-
cation and estimation. The Review of Economics and Statistics 82, 4, 540-554.

Forni, M., Hallin, M., Lippi, M., and Reichlin, L. (2005). The generalized dynamic factor model: One-sided 
estimation and forecasting. Journal of the American Statistical Association 100 (2005), 830-840.

Jin, X., and de A. Nadal De Simone, F. (2012). An early-warning and dynamic forecasting framework of 
default probabilities for the macroprudential policy arsenal? Cahiers d’ètudes 75, Banque centrale du 
Luxembourg.

McNeil, A. J. (1999). Extreme value theory for risk managers. In Internal Modelling & CAD II: Qualifying 
and Quantifying Risk Within a Financial Institution, Risk executive report. Risk, pp. 93-113.

McNeil, A. J., and Frey, R. (2000). Estimation of tail-related risk measures for heteroscedastic financial 
time series: an extreme value approach. Journal of Empirical Finance 7, 3, 271-300. Special issue on 
Risk Management.

Patton, A. J. (2012). A review of copula models for economic time series. Journal of Multivariate Analy-
sis 110, 4-18. Special Issue on Copula Modeling and Dependence.



141R E V U E  D E  S TA B I L I T É  F I N A N C I È R E  2 0 1 8

ANNEXES

1

4Table 1:

Matrix of Forward-Looking CoES in Percentage

MIN MEAN Q25% MEDIAN Q75% MAX MIN MEAN Q25% MEDIAN Q75% MAX

PORTFOLIO OF BANKING GROUPS COMMON COMPONENTS

BANKING GROUPS

MEDIAN 0.83 8.95 7.78 9.74 10.67 11.34 5.30 13.28 12.91 14.71 15.08 15.09

Q25% -0.65 7.30 6.60 7.99 8.90 9.38 2.84 11.15 10.39 11.87 12.17 12.19

Q75% 1.54 9.92 8.87 10.89 12.13 12.58 8.81 17.88 18.01 19.69 20.35 20.36

LUXEMBOURG BANKS

MEDIAN -8.16 -0.25 -3.16 -0.10 2.16 7.03 -21.78 -4.29 -8.76 -3.77 1.84 8.91

Q25% -10.24 -0.68 -3.64 -0.52 1.70 5.76 -27.82 -5.36 -10.68 -5.17 0.94 5.58

Q75% -6.38 0.10 -2.12 0.29 3.55 9.79 -14.47 -2.79 -6.85 -1.86 2.84 11.56

INVESTMENT FUNDS

MEDIAN -11.91 2.38 0.26 3.31 5.65 9.98 -16.56 2.50 0.24 3.23 5.93 12.50

Q25% -15.32 1.88 -0.04 2.37 4.16 8.97 -25.27 1.76 -0.35 2.21 3.91 8.59

Q75% -8.82 4.64 2.13 5.57 8.08 12.00 -11.48 3.47 0.86 5.80 9.10 16.75

PORTFOLIO OF LUXEMBOURG BANKS COMMON COMPONENTS

BANKING GROUPS

MEDIAN -1.27 -0.32 -0.63 -0.34 -0.03 0.87 -1.84 -0.94 -1.25 -1.00 -0.66 0.19

Q25% -1.57 -0.41 -0.75 -0.40 -0.11 0.56 -2.06 -1.09 -1.51 -1.13 -0.80 0.06

Q75% -1.16 -0.25 -0.54 -0.26 0.10 1.05 -1.46 -0.76 -1.04 -0.76 -0.45 0.41

LUXEMBOURG BANKS

MEDIAN -0.53 1.00 0.51 1.01 1.49 2.39 -0.67 0.81 0.31 0.86 1.42 1.77

Q25% -0.83 0.88 0.41 0.80 1.38 2.10 -0.83 0.70 0.26 0.73 1.17 1.51

Q75% -0.37 1.19 0.65 1.23 1.89 2.80 -0.46 1.05 0.46 1.09 1.75 2.11

INVESTMENT FUNDS

MEDIAN -1.86 -0.07 -0.50 -0.04 0.33 1.76 -1.93 -0.07 -0.48 -0.07 0.30 1.50

Q25% -2.21 -0.28 -0.81 -0.35 0.25 1.50 -2.20 -0.25 -0.78 -0.27 0.19 1.30

Q75% -1.64 0.07 -0.36 0.07 0.49 2.00 -1.39 0.08 -0.35 0.10 0.54 1.87

PORTFOLIO OF INVESTMENT FUNDS COMMON COMPONENTS

BANKING GROUPS

MEDIAN -0.73 0.97 0.15 0.75 1.64 3.09 -0.34 0.51 0.17 0.54 0.86 1.23

Q25% -0.93 0.69 -0.16 0.48 1.32 2.54 -0.59 0.36 0.09 0.37 0.62 1.06

Q75% -0.60 1.10 0.34 0.98 1.85 3.96 -0.18 0.71 0.32 0.81 1.16 1.65

LUXEMBOURG BANKS

MEDIAN -1.40 -0.04 -0.77 -0.40 0.33 2.51 -1.54 -0.09 -0.49 -0.10 0.30 1.34

Q25% -1.54 -0.23 -0.87 -0.49 0.14 1.90 -2.34 -0.16 -0.69 -0.24 0.23 1.13

Q75% -1.23 0.23 -0.69 -0.16 0.77 3.16 -1.30 0.02 -0.36 -0.02 0.39 1.92

INVESTMENT FUNDS

MEDIAN -1.55 2.42 0.95 2.50 4.19 4.97 -1.86 1.17 0.63 1.51 1.89 1.95

Q25% -1.80 2.00 0.57 2.09 3.10 3.64 -2.27 0.93 0.50 1.19 1.51 1.57

Q75% -1.27 3.27 1.25 3.33 5.64 6.18 -1.63 1.46 0.87 1.88 2.36 2.43

Note: This table reports the key descriptive statistics of Forward-looking ∆CoES of the value-weighted financial systems which consists of 30 banking groups, 33 Lux-
embourg banks, and 232 investment funds respectively conditional on events of each financial institution in these three sectors in the sample period from December, 
2009 to December, 2016.  

Source: BCL
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Table 2:

Shapley - CoES and Standard CoES in Percentage

SHAPLEY  VALUE STANDARD VALUE

MEAN STD MIN Q25% MEDIAN Q75% MAX MEAN STD MIN Q25% MEDIAN Q75% MAX

BG A 0.26 0.39 -0.60 -0.01 0.36 0.58 0.83 0.22 0.60 -1.44 -0.10 0.37 0.57 1.17

BG B 0.11 0.31 -0.61 -0.11 0.10 0.35 0.61 -0.24 0.35 -0.83 -0.44 -0.32 -0.07 0.52

BG C -0.59 0.35 -1.44 -0.80 -0.62 -0.32 0.10 -0.51 0.45 -1.37 -0.77 -0.56 -0.23 0.52

BG D 0.05 0.37 -0.84 -0.10 0.21 0.33 0.68 -0.05 0.59 -1.26 -0.34 -0.01 0.17 1.53

Total Risk (Sum) -0.17 0.57 -1.58 -0.47 0.02 0.20 0.78 -0.58 1.70 -3.98 -1.15 -0.52 0.24 3.61

Lux A 0.25 0.18 -0.14 0.14 0.29 0.37 0.62 2.04 0.61 0.45 1.64 2.12 2.47 3.13

Lux B 0.06 0.23 -0.50 -0.06 0.12 0.18 0.59 1.60 0.67 0.37 1.14 1.44 1.95 3.09

Lux C -0.25 0.39 -0.96 -0.50 -0.26 0.05 0.49 0.84 1.09 -1.16 -0.06 0.88 1.49 3.23

Lux D -0.36 0.34 -1.16 -0.46 -0.33 -0.17 0.20 1.40 0.32 0.79 1.14 1.41 1.63 2.04

Lux E 0.26 0.13 -0.01 0.18 0.26 0.35 0.53 2.21 0.51 1.17 1.95 2.28 2.50 3.40

Lux F 0.00 0.36 -1.06 -0.15 0.11 0.27 0.44 1.84 0.70 0.45 1.23 1.95 2.22 3.18

Total Risk (Sum) -0.03 0.08 -0.35 -0.00 0.00 0.00 0.00 9.93 2.72 4.96 8.66 9.78 11.52 15.95

Equity Funds -0.13 0.14 -0.32 -0.24 -0.15 -0.04 0.27 -0.48 0.61 -1.61 -0.80 -0.47 -0.24 1.08

Bond Funds -0.01 0.18 -0.36 -0.10 0.01 0.11 0.31 -0.14 0.82 -1.77 -0.81 -0.12 0.24 1.66

Mixed Funds -0.04 0.13 -0.27 -0.13 -0.03 0.07 0.26 -0.09 0.65 -1.46 -0.57 -0.15 0.21 1.40

Real Estate Funds 0.03 0.22 -0.45 -0.13 0.03 0.19 0.47 -0.11 0.60 -1.77 -0.46 -0.19 0.17 1.23

Hedge Funds -0.04 0.18 -0.37 -0.18 -0.06 0.06 0.41 -0.10 0.72 -1.15 -0.68 -0.22 0.26 1.69

Money Market Funds 0.21 0.22 -0.20 0.05 0.18 0.33 0.76 0.38 0.51 -0.94 0.07 0.37 0.70 1.43

Total Risk (Sum) 0.02 0.03 -0.01 -0.00 0.00 0.04 0.12 -0.54 2.37 -4.85 -2.03 -1.05 1.96 4.12

COMMON COMPONENTS

BG A -0.26 0.23 -0.55 -0.46 -0.27 -0.11 0.41 -1.15 0.54 -2.11 -1.56 -1.26 -0.72 0.03

BG B -0.72 0.36 -1.77 -0.96 -0.73 -0.61 0.15 -1.64 0.54 -2.83 -2.04 -1.51 -1.22 -0.75

BG C -0.22 0.22 -0.68 -0.37 -0.22 -0.07 0.24 -0.85 0.36 -1.61 -1.16 -0.84 -0.58 -0.11

BG D -0.44 0.33 -1.52 -0.71 -0.37 -0.20 0.18 -1.33 0.58 -2.43 -1.93 -1.25 -0.98 -0.33

Total Risk (Sum) -1.63 0.76 -3.28 -2.21 -1.64 -1.11 -0.26 -4.98 1.67 -8.52 -6.08 -4.87 -3.68 -2.08

Lux A -0.01 0.13 -0.36 -0.08 0.02 0.07 0.23 1.29 0.47 0.56 0.95 1.20 1.54 2.27

Lux B 0.08 0.15 -0.23 -0.04 0.10 0.18 0.37 1.41 0.56 0.62 0.94 1.36 1.78 2.56

Lux C -0.36 0.25 -0.84 -0.56 -0.32 -0.14 -0.02 0.51 0.47 -0.40 0.13 0.55 0.86 1.47

Lux D 0.27 0.07 0.13 0.23 0.26 0.31 0.43 1.82 0.41 1.16 1.50 1.76 2.11 2.73

Lux E -0.08 0.20 -0.49 -0.22 -0.11 0.10 0.26 1.11 0.52 0.23 0.74 1.07 1.36 2.20

Lux F 0.04 0.17 -0.42 -0.02 0.06 0.17 0.25 1.63 0.47 0.86 1.29 1.59 1.89 2.72

Total Risk (Sum) -0.05 0.07 -0.24 -0.11 -0.00 -0.00 0.00 7.77 2.00 4.84 6.28 7.64 8.74 12.16

Equity Funds -0.11 0.16 -0.37 -0.22 -0.15 -0.03 0.25 -0.45 0.45 -1.57 -0.77 -0.44 -0.16 0.45

Bond Funds -0.07 0.14 -0.43 -0.12 -0.06 0.04 0.11 -0.48 0.40 -1.46 -0.73 -0.46 -0.25 0.43

Mixed Funds 0.01 0.12 -0.27 -0.09 0.02 0.09 0.25 -0.09 0.53 -1.49 -0.42 -0.23 0.29 0.84

Real Estate Funds 0.19 0.17 -0.08 0.07 0.19 0.28 0.80 0.28 0.67 -0.88 -0.16 0.07 0.86 1.65

Hedge Funds -0.23 0.30 -0.99 -0.49 -0.23 -0.02 0.24 -0.69 1.17 -3.24 -1.51 -0.56 -0.05 1.67

Money Market Funds 0.22 0.20 -0.08 0.08 0.16 0.40 0.72 0.06 0.68 -1.27 -0.44 0.18 0.53 1.45

Total Risk (Sum) 0.01 0.03 -0.00 -0.00 0.00 0.00 0.13 -1.36 2.68 -5.49 -3.23 -2.01 -0.17 4.30

Note: This table reports the key descriptive statistics of Shapley-∆CoES and Standard ∆CoES  for 6 Luxembourg’s Other Systemically Important Institutions (OSIIs), 
4 Global Systemically Important Banks (G-SIBs), and 6 investment fund categories in the sample period from December, 2009 to December, 2016. 

Source: BCL
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ANNEXES

1

4Table 3:

Macroeconomic Determinants of Aggregate SRISK 

BANKING GROUPS (2003Q4-2016Q4)
REGRESSION IN SHORT-TERM DEVIATIONS REGRESSION IN DIFFERENCES

K = 0.08 K = 0.12 K = 0.08 K = 0.12
ESTIMATE TSTAT  PVALUE ESTIMATE TSTAT  PVALUE ESTIMATE TSTAT  PVALUE  ESTIMATE TSTAT  PVALUE

Constant 0.00 0.05 0.96 -0.00 -0.02 0.99 -0.01 -0.36 0.72 -0.00 -0.12 0.90
GDP 10.75 1.16 0.25 4.94 0.79 0.43 4.79 0.66 0.51 2.80 0.51 0.61
HICP -2.13 -0.26 0.79 -2.04 -0.36 0.72 1.88 0.20 0.84 -2.57 -0.42 0.68
Unemployment Rate -1.99 -0.89 0.37 0.08 0.06 0.95 -0.48 -0.27 0.78 0.20 0.18 0.85
Consumer Confidence Indicator -0.03 -2.32 0.02 -0.02 -2.17 0.03 -0.02 -1.08 0.28 -0.01 -1.19 0.23
Interest Rate 3M -0.10 -0.80 0.43 -0.01 -0.15 0.88 -0.05 -0.40 0.69 -0.01 -0.14 0.89
Interest Rate Spread -0.36 -4.04 0.00 -0.24 -3.89 0.00 -0.18 -2.37 0.02 -0.14 -2.66 0.01
Liquidity Spread 0.08 1.27 0.20 0.07 1.57 0.12 0.07 0.79 0.43 0.06 0.97 0.33
Property Price -15.45 -1.70 0.09 -7.47 -1.19 0.24 -4.55 -0.67 0.51 -3.05 -0.62 0.53
Loans to Households -6.55 -0.99 0.32 -0.01 -0.00 1.00 2.65 0.50 0.62 3.39 0.82 0.41
Loans to Non-Financial Corps -3.93 -0.62 0.54 -6.17 -1.32 0.19 1.86 0.66 0.51 1.41 0.68 0.50
Market Price Index -0.71 -0.81 0.42 -0.17 -0.27 0.78 -1.60 -2.00 0.05 -1.16 -1.99 0.05
Bank Price Index -0.80 -2.22 0.03 -0.64 -2.46 0.01 -0.01 -0.03 0.98 -0.04 -0.17 0.86
Bank Sector CDS Index 0.07 0.69 0.49 0.00 0.02 0.98 0.04 0.41 0.68 -0.01 -0.09 0.93
VSTOXX Volatility Index 0.04 0.29 0.77 0.03 0.31 0.75 0.04 0.33 0.74 -0.01 -0.18 0.86
Commodity S&P GSCI Energy Index 0.45 2.83 0.00 0.34 2.92 0.00 0.15 0.76 0.45 0.24 1.88 0.06
Japanese yen -0.80 -1.08 0.28 -0.67 -1.35 0.18 -0.59 -0.89 0.37 -0.32 -0.72 0.47
US dollar 0.63 0.91 0.36 0.04 0.09 0.93 0.68 0.86 0.39 0.55 1.05 0.29
R-squared     0.58     0.55     0.27     0.26

LUXEMBOURG BANKS (2003Q4-2016Q4)
Constant -0.00 -0.33 0.74 -0.00 -0.12 0.90 -0.01 -0.34 0.74 -0.00 -0.08 0.93
GDP 2.02 0.31 0.76 -3.58 -1.32 0.19 -2.62 -0.50 0.62 -3.39 -1.58 0.11
HICP 3.23 0.26 0.80 -10.24 -1.92 0.05 5.53 0.69 0.49 -1.78 -0.66 0.51
Unemployment Rate -2.82 -1.19 0.23 -2.73 -2.68 0.01 0.67 0.54 0.59 0.05 0.10 0.92
Consumer Confidence Indicator 0.01 1.23 0.22 -0.00 -0.41 0.68 0.00 0.42 0.67 0.00 1.16 0.25
Interest Rate 3M -0.05 -0.31 0.75 -0.01 -0.25 0.80 0.12 1.15 0.25 0.03 0.66 0.51
Interest Rate Spread 0.09 1.08 0.28 -0.01 -0.40 0.69 0.13 2.14 0.03 -0.00 -0.06 0.95
Liquidity Spread 0.12 1.92 0.06 0.05 1.93 0.05 0.14 2.38 0.02 0.06 2.48 0.01
Property Price -8.40 -1.07 0.29 -0.87 -0.20 0.84 2.47 0.44 0.66 2.45 1.24 0.22
Loans to Households -3.85 -0.76 0.45 2.70 0.91 0.36 0.03 0.01 0.99 0.06 0.03 0.97
Loans to Non-Financial Corps 2.55 0.43 0.67 -6.33 -2.14 0.03 -0.40 -0.24 0.81 0.77 0.83 0.41
Market Price Index -2.74 -2.36 0.02 0.46 1.44 0.15 -0.79 -0.91 0.36 -0.23 -0.77 0.44
Bank Price Index 1.33 2.45 0.01 -0.38 -1.67 0.10 0.64 1.40 0.16 0.05 0.35 0.73
Bank Sector CDS Index 0.02 0.22 0.82 -0.02 -0.38 0.70 0.06 0.70 0.48 -0.01 -0.31 0.76
VSTOXX Volatility Index -0.25 -1.67 0.10 0.02 0.29 0.77 -0.07 -0.81 0.42 -0.04 -0.94 0.35
Commodity S&P GSCI Energy Index 0.15 0.78 0.44 0.33 3.77 0.00 0.43 1.96 0.05 0.23 4.23 0.00
Japanese yen 2.56 2.53 0.01 1.18 3.80 0.00 1.08 1.71 0.09 0.66 2.82 0.00
US dollar -1.35 -1.62 0.11 0.36 1.07 0.28 -0.59 -0.82 0.41 0.03 0.16 0.87
R-squared 0.44 0.54 0.24 0.23

INVESTMENT FUNDS (2009Q3-2016Q4)
K = 0.9 K = 0.7 K = 0.9 K = 0.7

Constant 0.00 0.13 0.90 0.00 0.12 0.90 -0.00 -0.12 0.91 -0.02 -0.26 0.79
GDP 56.04 3.03 0.00 125.41 2.95 0.00 12.93 1.54 0.12 35.47 1.86 0.06
HICP -7.05 -0.37 0.71 -3.64 -0.10 0.92 4.32 0.40 0.69 8.26 0.35 0.73
Unemployment Rate -1.40 -0.34 0.73 -4.39 -0.64 0.52 -0.79 -0.39 0.70 -1.93 -0.50 0.62
Consumer Confidence Indicator -0.00 -0.08 0.94 0.04 1.15 0.25 0.00 0.20 0.84 0.02 0.62 0.53
Interest Rate 3M 0.99 2.58 0.01 1.76 2.21 0.03 0.11 0.47 0.64 0.04 0.08 0.93
Interest Rate Spread -0.29 -1.39 0.16 -0.45 -1.17 0.24 -0.29 -2.33 0.02 -0.48 -2.04 0.04
Liquidity Spread 0.20 1.45 0.15 0.32 1.04 0.30 -0.10 -1.08 0.28 -0.16 -0.80 0.42
Property Price -24.90 -1.33 0.18 -70.75 -1.86 0.06 -8.47 -1.14 0.26 -22.75 -1.73 0.08
Loans to Households -16.05 -0.96 0.34 -47.06 -1.59 0.11 -5.93 -0.63 0.53 -16.20 -1.21 0.23
Loans to Non-Financial Corps 2.45 0.25 0.80 13.55 0.76 0.45 2.21 0.38 0.70 7.12 0.62 0.53
Market Price Index -0.63 -0.47 0.64 -3.47 -1.30 0.19 -0.83 -0.67 0.50 -2.41 -0.90 0.37
Bank Price Index -1.67 -2.30 0.02 -2.34 -1.67 0.09 0.12 0.20 0.84 0.82 0.68 0.50
Bank Sector CDS Index -0.06 -0.16 0.87 0.28 0.42 0.68 0.10 0.54 0.59 0.24 0.61 0.54
VSTOXX Volatility Index -0.38 -1.78 0.08 -1.06 -2.53 0.01 -0.16 -1.46 0.15 -0.33 -1.30 0.19
Commodity S&P GSCI Energy Index 1.68 3.48 0.00 2.89 3.71 0.00 0.52 1.57 0.12 0.63 1.12 0.26
Japanese yen 1.41 1.70 0.09 0.68 0.37 0.71 -0.48 -0.56 0.58 -1.17 -0.63 0.53
US dollar 1.59 0.90 0.37 6.21 2.10 0.04 2.13 1.50 0.13 5.98 2.15 0.03
R-squared     0.44     0.46     0.20     0.21

Note: This table reports the regression results of the aggregate SRISK for both 32 Luxembourg banks and 30 banking groups in the period from December, 2003 to December, 
2016, and 232 investment funds in the period from September, 2009 to December, 2016. The SRISK series is computed using k = 8%, 12% for banks, and 90%, 70% for investment 
funds. Regressions are run in short-term deviations and  first differences with Newey-West robust standard errors using a Bartlett kernel. A bold coefficient value indicates 
significance at the 95% level, whereas an italic value indicates significance at the 90% level.

Source: BCL
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Figure 2
Volatility of Equity returns
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Figure 3
Copula Correlations of Equity Returns
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Figure 4
Forward-Looking ES of Equity Returns
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Figure 5
Forward-Looking SRISK Sensitivity in Millions
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